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Abstract 

To investigate the main impacts of the recent increase of oil price on oil exporting 

economies, we estimate a DSGE model for a sample of 16 oil exporting countries (Algeria, 

Argentina, Ecuador, Gabon, Indonesia, Kuwait, Libya, Malaysia, Mexico, Nigeria, Oman, 

Russia, Saudi Arabia, United Arab Emirates, and Venezuela) over the period from 1980 to 

2010, except for Russia where our sample begins in 1992. In order to distinguish between 

high-dependent and low-dependent countries, we use two indicators: the ratio of fuel exports 

to total merchandise export and the ratio of oil exports to GDP. We verify if the first group is 

more sensitive to the Dutch disease effect. We also assess the role of monetary policy. 

Our main findings are twofold. First, our results confirm the fact that the Dutch disease 

occurs mainly in high oil dependent countries. More precisely, we find that the manufacturing 

production decreases in the aftermath of a positive oil price shock in six countries (on eight) 

of our first sample while only Mexico suffers from a Dutch disease in the sample of low oil 

dependent economies. Second, the appropriate monetary policy rule -exchange rate rule versus 

inflation targeting one-to prevent the Dutch disease differs according to the countries. In other 

words, the best monetary rule is specific to each country. 
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Introduction 

Since the early 2000’s, oil price -as many commodity prices- has risen dramatically. By the 

end of 2012, the IMF oil index was five times as high as just a decade ago. The boom in 

commodity prices has renewed interest of analyzes focusing on its macroeconomic effects in 

countries abundant in natural resources1. More specifically, an extensive literature suggests that 

resource dependence may be detrimental to economic growth. Indeed, the natural resource 

curse hypothesis shows that the abundance of natural resources may lead to lower long-term 

economic growth2 . Two transmission channels are especially important for our purpose. First, 

fluctuations in commodity prices are positively associated with higher macroeconomic 

volatility. For a sample of the G7 economies and 23 developing countries over the period 1955-

1990, Mendoza (1995) finds that terms of trade shocks account for nearly one-half of 

aggregate output variability. In a similar way, Kose (2002) shows that terms of trade shocks 

explain a large fraction of the output volatility in small open developing countries. The 

important point for the resource curse hypothesis is that macroeconomic volatility is negatively 

correlated with growth (Ploeg and Poelhekke, 2009). The Dutch disease effect is the second 

transmission channel, and this paper focuses its attention on such effect. 

Following Corden and Neary (1982) and Corden (1984), the Dutch disease shows that an 

exogenous increase in resource prices or in resource output results in real exchange rate 

appreciation and a decline in the manufacturing sector. This effect occurs mainly in two 

forms. First, the spending effect can be defined as the negative consequence of real exchange 

rate appreciation on manufacturing sector production. Second, the resource movement effect 

results from the perfect mobility of capital and labor from the manufacturing sector to the oil and 

services sectors. This effect occurs because an increase in oil prices generates a rise in wages 

and/or profits and generates a rise in aggregate demand in the economy. To the extent that a 

part of this demand will move toward the service sector, the price of non-tradable goods 

will rise. Consequently, the real exchange rate appreciates. Such real appreciation may lead to a 

de-industrialization process -especially in advanced countries such as Canada or Netherlands- 

or may undermine future possibilities of industrialization. Indeed, a smaller tradable sector 

may slowdown the growth in total factors productivity. 

The Dutch disease effect has been the object of an extensive literature. On the empirical side, 

Oomes and Kalcheva (2007), Egert and Leonard (2008), and Johan-Parvan and Mohammadi 

                                                 
1 See, for instance the collective book edited by Arezki et al. (2011). 
2 For an overview of the resource curse hypothesis, see Ploeg (2011). 
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(2011) estimate the long-term relationship between the real exchange rates and real oil prices 

(for Russia, Kazakhstan, and 14 oil exporting countries respectively) with alternative 

cointegration techniques. These macroeconomic studies get mixed results on the relevance of 

the Dutch disease. Sectorial studies tend to support the presence of the Dutch disease in 

resource abundance countries. Thus, the size of the tradable sector in resource-rich countries is 

lower than in other economies (Brahmbhatt et al., 2010). Commodity windfall shocks lead to a 

decrease in the value added of the manufacturing sector (Ismail, 2010) and to a fall in non-

resources exports (Harding and Venables, 2011). On the theoretical side, the Dutch disease 

effect has been studied in the context of dynamic stochastic general equilibrium (DSGE) 

models. For instance, Lartey (2008) analyze the impact of capital inflows in terms of Dutch 

disease effect while Acosta et al. (2009) study to what extent countries highly dependent from 

remittances are sensitive to this effect. Sosunov and Zamulin (2007) for Russia, Bénassy-

Quéré et al. (2010) in the context of the Economic Community of West-African States, and 

Lama and Medina (2012) for Canada, use DSGE models to analyze the macroeconomic effects 

of terms of trade or oil prices shocks. 

In line with previous studies, to investigate the impact of the recent increase of oil price on a 

small open oil exporting economy, we estimate a DSGE model for a set of oil producing 

countries using the Bayesian approach. The main drawback of the previous literature is to 

consider the Dutch disease in oil exporting economies whatever their oil dependence. 

However, all oil exporting countries are not identical in terms of their dependence on oil. In 

other words, in some countries, exports of oil may exceed 70% of total exports, while in 

other countries, oil exports account for, only, a small part of total exports. This difference is 

crucial because the most dependent countries to their oil exports are more vulnerable to oil 

price shock compared to the other countries. From this perspective, the first aim of this paper 

is to determine to what extent the degree of dependence on oil exports matters to induce the 

Dutch disease effect. Our model is based on recent studies that have developed models for 

small open oil exporting economies (Dib, 2008; and Benkhodja, 2014). We investigate the 

efficiency of two policy rules, namely exchange rate (ER) and inflation targeting (IT) rules. 

The choice of these rules is important in the case of a Dutch disease. Indeed, since the Dutch 

disease occurs under the spending and the resource movement effects, each monetary policy 

could play a central role to avoid this effect. Theoretically, in the case of an ER rule, the 

exchange rate will be fixed, which will lead to lock the spending effect channel. Similarly for 

the IT rule, the inflation rate will be stabilized. Knowing that wages are indexed to price 
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index, this rule will prevent the resource movement effect. Thus, it would be interesting to 

verify if, empirically, these rules could prevent the Dutch disease. 

Our paper is related to the literature that studies to what extent monetary policy responses can 

counteract the negative impact of terms of trade shocks and Dutch disease effects. On this 

point, it is important to stress that the literature is far from achieving a consensus. Aizenman et 

al. (2012) find, for a sample of Latin American countries from 1970 to 2009, that foreign 

exchange reserves are effective to protect against the risk of real appreciation in the aftermath 

of commodity terms of trade shocks. In addition, they show that fixed exchange rate regimes 

insulate the economy from these shocks. Céspedes and Velasco (2012) consider commodity 

boom and bust episodes in a small open economy with nominal rigidities and financial 

imperfections. Over a sample of 33 countries covering the period 1970-2008, they find that the 

size of the output responses to these episodes decrease with the flexibility degree of the exchange 

rate. Their finding suggests also that a policy of exchange rate interventions -via international 

reserves- can be effective to insulate the countries against such shocks. For countries heavily 

dependent from a particular commodity exports, Frankel (2011) advocates a specific monetary 

regime called "Peg the Export Price". Under this regime, the price of that commodity is fixed 

in terms of domestic currency. The advantage of this regime relative to an inflation targeting 

framework or a fixed exchange rate regime is the following: a positive (negative) commodity 

price shock should be compensated by an appreciation (depreciation) of the nominal exchange 

rate in order to allow the stabilization of export prices in domestic currency. Using a DSGE 

framework, Lama and Medina (2012) studies the role of an exchange rate stabilization policy 

to face Dutch disease effect. Their model includes two rigidities: a nominal rigidity in 

domestic prices and a real rigidity under the form of learning-by-doing externalities in the 

tradable sector. Their main result is the following: if an exchange rate stabilization policy may 

contain the real appreciation of the domestic currency, and hence prevents a fall in the 

tradable production, this policy may increase macroeconomic volatility to the detriment of 

the learning-by-doing externalities. As a consequence, an exchange rate stabilization policy is 

welfare-reducing relative to a floating regime. Sosunov and Zamulin (2007) show that a 

monetary policy responding to both inflation and the real exchange rate is more effective 

than alternative monetary framework -based on the inflation targeting or the real exchange rate 

targeting- to stabilize output in the aftermath of the oil price shocks. 

Empirically, we consider a sample of 16 oil exporting countries (See Table 1) spanning the period 
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from 1980 to 20103 . In order to distinguish between high-dependent and low-dependent 

countries, we use two indicators: the ratio of fuel exports to total merchandise exports and the 

ratio of oil exports to GDP. We estimate the median for each ratio on our 16 studied 

countries. Countries above (below) the median are considered as high (low) oil dependent 

economies. We verify if the first group is more sensitive to the Dutch disease effect. 

Our main findings show that in the first sample, namely high oil dependent economies, 6 countries 

are affected by the Dutch disease (decrease in the manufacturing production). 

Table 1: Oil Exporting Countries Ranked According to their Dependence Degree to Oil Sector. 

 
X

X o * 
GDP

X o ** 

Algeria 97,70 35,59 

Venezuela  95,90 21,25 

Kuwait 93,21 46,54 

Libya*** 92,61 59,31 

Nigeria 90,36 34,36 

Saudi Arabia 87,58 48,07 

Gabon 85,61 50,98 

Oman 79,04 43,62 

Russia 66,69 13,94 

UAE 64,81 25,66 

Ecuador 50,32 16,68 

Egypt 43,98 3,68 

Indonesia 28,42 2,22 

Malaysia 14,81 7,44 

Mexico 13,51 4,03 

Argentina 10,34 1,71 

   

Median 72,865 23,455 

* Fuel exports in 3 of merchandise exports in 2009. World Bank, World Bank database. 

** Oil exports in 3 of GDP (2010). IMF, World Economic Outlook database.  

*** Last available data: 1998 

In the low oil dependent countries sample, we see that the economies are less affected by the 

fluctuation of oil price. Indeed, only one country has suffered a Dutch disease effect after the 

shock. In this paper, it also appears that the flexible exchange rate seems to be the best way to 

avoid the Dutch disease under its both spending and resource movement effects. In other 

words, it is preferable for a central bank, in high oil dependent countries, to adopt inflation 

targeting regime to prevent the impact of oil shocks. 

The remainder of the paper is organized as follows. Section 2, presents the model. Section 3, 

describes solving and calibration methods. Section 4, discusses the data and the estimation 

results.  Section 5 determines the best monetary policy rule. Section 6 concludes. 

  

                                                 
3 Except for Russia where our sample begins in 1992. 
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2. The model 

As in previous studies (Dib (2008) and Benkhodja (2014)), we assume that the economy is 

inhabited by eight agents: households, oil producing firms, non-tradable and manufacturing 

goods producers, an intermediate foreign goods importer, a final good producer, a central 

bank and a government. 

2.1 Households 

There is a continuum of households indexed by ( )0,1∈ι . Each household ι  derives utility from 

consumption, ( )ιtc , and disutility from labor, ( )ιth : 
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where 0E  is the conditional expectation operator, ( )1<<0 β  is the subjective discount factor 

and 1>γ  and 0>σ  are the inverse of the elasticity of intertemporal substitution of 

consumption and the inverse of the wage elasticity of labor supply, respectively ; ( )0,1∈ϖ  is a 

habit formation parameter and tη  and tς  denote respectively a taste shock and the labor 

supply shock. 

We assume that the aggregate labor supply, ( ),ιth  depends on sector-specific labor supplies 

according to:  

( ) ( ) ( ) ( ) hM
tM

hnT
tnT

ho
tot hhhh

ααα ιιιι ,,,=        (2) 

where ( ),, ιtoh ( )ιtnTh ,  and ( )ιtMh ,  represent hours worked by the household ι  at time t  in oil, 

non-tradable and manufacturing sectors, respectively. The parameters hnTho αα ,  and hMα  

denote the elasticity of substitution of the labor in the three sectors, where +hoα 1.=hMhnT αα +   

The household’s budget constraint in period t  is:  
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( ) ( ) ( ) ( ) tttOtjtj
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,,=

,,,,= 1 ιριι   (3) 

where tc  denotes total consumption and tnTtnTtMtMtotott iPiPiPiP ,,,,,,= ++  denotes total 

investment, tP  is the consumption price index (CPI), tR  is the gross nominal interest rate on 

domestic debt, d
tB , between t  and 1+t , ,,toW  tMW , and tnTW ,  are the nominal wages received 

by the household, in period t , for its labor supply in the oil, manufacturing, and non-tradable 

sectors respectively, =tD tItnT DD ,, +  is the dividend payment received from non-tradable and 
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import firms, ( ) ttO OP ,ιρ  is the factor payment of oil resources, where tOP ,  is the nominal price 

of oil resource input tO  and ( )ιρ  is the share of the household ι  in oil resource payment with 

( )
1

0

1,=ιιρ d
( )ιd

tB 1−  and ( )ιf
tB 1−  denote, respectively, domestic non-state-contingent bonds 

denominated in units of domestic currency and foreign bonds denominated in units of foreign 

currency. 

We assume that the representative household enter period t  with holdings of domestic and 

foreign non-state contingent bonds because in oil exporting economies, household’s 

consumption is not smooth and there is no international risk sharing. Also, since the dynamics 

of exchange rate and the current account play a central role in explaning the spending effect, 

the assumption of the incomplete international financial markets is necessary. The parameter, 

ℵ , denotes a lump-sum tax paid by the representative household to finance government 

spending. At time t , f
tB  is bought or sold by household for the price that depends on the 

world interest rate f
tR  and a country-specific risk-premium, tκ . The latter has the following 

functional form:  
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where φ  denotes the parameter measuring the risk premium, te  is the nominal exchange rate 

and 
f

tB
~

 is the average nominal stock of external debt which take either a positive value if the 

domestic economy is a net borrower or negative value if the domestic economy is a net 

lender4. Note finally that, tY , is the total real GDP, and f
tP  is the foreign price index. By 

following this functional form, the model would not have a unit root because the holding 

bond would not follow a random walk5. The risk premium also ensures that the model has a 

unique steady state. 

Note finally that the representative household accumulates tMto kk ,, ,  and tnTk ,  units of capital 

stocks, used in the oil, manufacturing and non-tradable sectors and receives nominal rentals 

                                                 
4If the domestic economy is a net lender households receive a lower remuneration on their saving. If the 

economy is a net lender, households charge a premium on the foreign interest rate. In our case, we assume that 

0<f

tB  to the extent that several oil exporting economies are net borrower. 

5 The risk premium associated with asset transactions is an increasing function of a monotonic transformation of 

the external debt to output ratio. This feature has the additional positive externality of making the model 

stationary à la Schmitt-Grohé and Uribe (2003). 
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tMto QQ ,, ,  and tnTQ ,  respectively. The law of motion of capital stock in each sector is given by: 

( ) ( ) ( ) ( ) ( )( )ιιιιδι tjtjjtjtjtj kkikk ,1,,,1, ,)(1= ++ Ψ−+−      (5) 

where δ  is depreciation rate, common to all sectors ( )1<<0 δ  and tj ,Ψ (k ( )ι1, +tj , k ( )ιtj, ) is an 

adjustment cost paid by households and satisfy ( ) ( ) 0>.0,=0
'

jj ψψ  and ( ) 0.<.
''

jψ  The functional 

form of ( ).jΨ  is:  
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As in Erceg et al. (2000), we assume that households are monopolistic suppliers of 

differenciated labor services to the three production sectors, namely oil, manufacturing and 

non-tradable sectors. Following these authors, a representative labor aggregator combines 

households’ hours in the same proportions as firms would choose optimally. Thus, in each 

sector j , the demand curve for each type of labor is:  
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variables tMto hh ,, ,  and tnTh ,  denote aggregate labor supplies to oil, manufacturing and non-

tradable sectors respectively, 1>θ  denotes the constant elasticity of substitution between 

different types of labor services, )(, ιtjW  is the wage rate set by the household ι  and tMto WW ,, ,  

and tnTW ,  are the aggregate wage index, or the unit cost of sales to the oil, manufacturing and 

non-tradable sectors, respectively. 

The aggregate wage index tjW ,  in sector j  is given by:  

( )
θ

θ ιι
−

−













1

1
1

0

1

,, = dWW tjtj         (8) 

where tjW ,  and tjh ,  are considered as given. 

Households set nominal wages according to a stochastic time dependent rule as in Calvo 

(1983) and Yun (1996). In each period, the constant probability of changing the nominal 

wages is given by )(1 jϕ− . Therefore, in average, the wage remains unchanged for 
jϕ−1

1
 

periods. However, if household ι  is not allowed to adjust its wage, it updates it according to 

the following rule: ,= 1,, −tjtj WW π  where π 1>  is the long run average gross rate inflation. 
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Thus, the aggregate real wage index in sector j , evolves over time according to: 

( ) ( )
θθ

θ ϕ
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,

, =  denote the real optimized wage and the real wage 

in sector j  respectively. 

2.2 Tradable sector 

In this sector, we assume that there are two types of tradable goods6: oil and manufacturing 

goods. It’s assumed that oil firm operates under perfect competition, while manufactured 

intermediate goods producing firms operate in a monopolistic competitive market indexed by 

( )0,1∈i . 

2.21 Oil firm 

There is a single oil firm which combines capital, tok , , labor, toh , , and an oil resource, tO , to 

produce crude oil, toY , . Its production function is given by: 

o
t

o
to

o
toto

ex

to

d

toto OhkAYYY
θβα

,,,,,, == +        (10) 

where oo βα ,  and oθ ( )0,1∈  and 1.=ooo θβα ++ toA ,  is a technology shock specific to the oil 

sector and evolves exogenously according to a stochastic process. 

2.22 Manufacturing firms 

There are a continuum of monopolistic competitive manufactured intermediate goods 

producing firms indexed by ( )0,1∈i . The manufacured goods are produced by firm i  by using 

capital, ( ) ιι dkk tMtM ,

1

0
, =  ,  labor, ( ) ιι dhh tMtM ,

1

0
, =  , and oil input, M

toY , . Its production function is 

given by the following Cobb-Douglas function:  

)()()(=)()(=)( ,,,,,,, iYihikAiYiYiY
MM

to
M

tM
M

tMtM

ex

tM

d

tMtM

θβα+      (11) 

where MM βα ,  and Mθ ( )0,1∈  and 1.=MMM θβα ++ These coefficients denote, respectively, a 

share of capital, labor, and oil input, in the production of manufactured goods. tMA ,  is a 

technology shock specific to the manufacturing sector and evolves exogenously according to 

a stochastic process. 

  

                                                 
6 In our model, tradable goods are defined as intermediate goods that have export or import potential. 
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2.3 Non-tradable sector 

We assume that in the non-tradable sector, there is a continuum of services producing firms 

indexed by ( ).0,1∈i  Each firm i , produces non-tradable goods, ( )iY tnT , , by using capital, ( )ik tnT , , 

labor, ( )ih tnT , , and a part of oil output, ( )iY nT
I

to, , with the following constant returns to scale 

production function:  

( ) ( ) ( ) ( )iYihikAiY
nTnT

to
nT

tnT
nT

tnTtnTtnT

θβα
,,,,, =        (12) 

where nTnT βα ,  and nTθ ( )0,1∈  are the share of capital, labor and oil input in output 

respectively, and 1.=nTnTnT θβα ++ tnTA ,  is a technology shock specific to the non-tradable 

sector and evolves exogenously according to a stochastic process. 

2.4 Import goods producers 

In our model, we assume that an imported-composite good, tIY , , purchased in a domestic 

monopolistically competitive market, is used by the final good producer. To produce tIY , , the 

firm uses differentiated goods, ( ),, iY tI  that are produced by a continuum of domestic 

importers, indexed by ( )0,1∈i , using a homogeneous intermediate good produced abroad for 

the world price .f
tP  The differentiated goods are sold at price ( )iP tI ,  subject to Calvo (1983) 

and Yun (1996) contracts7. In each period, importer faces an exogenous and constant 

probability of changing the nominal prices )(1 Iφ− . Therefore, in average, the price remains 

unchanged for 
Iφ−1

1
 periods. 

2.5 Final good producer 

Firm in the final-good sector is perfectly competitive. It combines a fraction of tradable 

output, d
tMY , , which is domestically-produced, the non-tradable output, tnTY , , and imports, tIY , : 

Its production function is:  
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, = diiYY tIstI  are 

aggregate of domestic tradable good, non-tradable goods and import goods; and ϑ 1>  is the 

                                                 
7 Introducing price rigidities allows the deviation from the law of one price in the import sector, leading to 

incomplete pass-through effects of exchange rate movements. 
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constant elasticity of substitution between intermediate goods in composite goods aggregate; 

0>τ  is the elasticity of substitution between the fraction of manufacturing output, the non-

tradable output and imported goods and ,Mχ ,nTχ Iχ ∈ ( )0,1  represent the share of 

manufactured, non-tradable and imported goods in the final good. Note that 

( ) ( )
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index associated with the aggregators ,,
d

tMY tnTY ,  and tIY ,  respectively .  

2.6 Monetary Policy 

We assume that the central bank manages its nominal interest rate, tR , in response to 

fluctuation in CPI inflation, tπ , nominal exchange rate changes, te∆ , and output, tY . We use in 

this exercice, the following Taylor rule:  
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Variables without time subscripts denote deterministic steady state values. This rule implies 

that the steady state inflation rate is interpreted as the target level of inflation. The parameter 

Rρ  is the degree of interest rate smoothing which reflects the central bank’s preference for 

interest rate stability. ,πυ eυ  and yυ  are the policy coefficients measuring central bank’s 

responses to deviation of inflation rate, exchange rate and output respectively, and tR,ε  is an 

iid monetary policy shock. 

2.7 The government 

It’s assumed that the government is the owner of the oil firm. Its budget constraint is:  

( ) ttOtototototjtj

nTMoj

ex

to

d

totot OpkqhwhWùYYps ,,,,,,,

,,=

,,, = ++++      (15) 

where the left hand side represents the government’s revenu that include lump-sum taxes 

( )tjtjnTMoj
hW ,,,,=ℵ  and receipts from selling oil to domestic ( )d

totot Yps ,,  and foreign ( )ex
totot Yps ,,  

firms. The right hand side represents the government spending that include payment of wages, 

capital return and a factor payment of oil resource ( )ttOtotototo Opkqhw ,,,,, ++  in the oil sector. 

2.8 Symmetric equilibrium 

A symmetric equilibrium for this economy is composed of an allocation8 and a sequence of 

                                                 
8 {c t , i t , i to, , i tM , , i tnT , , Y to, , Y tnT , , Y d

to, , Y M
to, , Y nT

to, , Y ex
to, , Y M , Y

d
M , Y

ex
M , Y tI , , Y t , Y va

tnT , , Y
va
M , z t , k
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price and co-state variables9 satisfying households, oil, tradable and non-tradable first order 

conditions, the aggregate resources constraints, the monetary policy rules, the current account 

equation and the stochastic processes { tη , tς , R f
t , f

tπ , P to, , O t , Y f
to, , Y f

tM , , A to, , A tM , , A tnT ,

} ∞
0=t of the shocks and the following market clearing conditions b t =b 1−t =0, b f

t =

f

tb
~

 and:  

ex

to

d

toto YYY ,,, = +           (16) 

nT

to

M

to

d

to YYY ,,, = +           (17) 

ex

tM

d

tMtM YYY ,,, = +          (18) 

According to McCallum and Nelson (1999) and Gertler et al. (2003), we assume that the 

foreign demand for the oil and the manufacturing goods, ex
toY , , and ex

tTY , , are given by : 

f
tM
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 where oν  and Mν  are parameters 

determining the fraction of domestic tradable goods exports in foreign spending. The 

economy is small, so domestic exports form an insignificant fraction of foreign expenditures 

and have a negligible weight in the foreign price index. f
toY ,  and f

tMY ,  are the foreign output 

and oω  and ,Mω  denote the elasticity of demand for domestic tradable goods by foreigners. 

we assume that the foreign production of oil and tradable goods are exogenous and evolve 

according AR(1) processes. 

The aggregate GDP is defined as:  

totot

va

tnTtnT

va

tMtMt YpsYpYpY ,,,,,,= ++        (19) 

where va
tMY , , and va

tnTY ,  are the value-added output in manufacturing and non-tradable sectors 

respectively. These variables are constructed by subtracting oil input as follow10:  

tM

M

to

tottM

va

tM
p

Y
psYY

,

,

,,, = −          (20) 

                                                                                                                                                         

to, , k tM , , k tnT , , h t , h to, , h tM , , h tnT , , b
f
t , κ }

∞
0=t . 

9 {w to, , w tM , , w tnT , , tow ,
~

, tMw ,
~

, tnTw ,
~

, q to, , q tM , , q tnT , , p tM , , tM
p

,
~

, p tnT , , tnT
p

,
~

, p tI , , tI
p

,
~

, p tO, , tπ

, tnT ,π , tI ,π , s t , e t , R t , tλ , to,Λ , tM ,Λ , tnT ,Λ , mc tM , , mc tnT , , mc tI , }
∞

0=t . 

10 Our model suppose that tradable and non-tradable firms use refined oil as material inputs in their productions 

which is defined as gross output. Thus, value added output in each sector can be constructed by substracting 

commodity inputs. 
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tnT

nT

to

tottnT

va

tnT
p

Y
psYY

,

,

,,, = −         (21) 

Combining the households’ budget constraint, the single period profit functions of 

manufactured and non-tradable goods producing firms and foreign good importers and the 

first order conditions of the three sectors and applying the market clearing conditions yields 

the following current account equation:  

tI

ex

tM

t

tMex

totof

t

f

t

t

f

t

f

t YY
s

p
Yp

b

R

b
,,

,

,,
1= −++−

πκ
       (22) 

2.9 Exogenous processes 

Our oil exporting economy is affected by twelve structural shock processes, including a taste 

shock, a labor supply shock, an oil price shock, an oil resource shock, foreign interest rate and 

the world inflation rate shocks, three technological shocks and a monetary policy shock. 

Apart  from the monetary policy shock, which is a zero-mean iid shock with a standard 

deviation, the rest of structural shocks follows an AR(1) process given by:  

tôtôt ôôô ,1)(log)(log)(1=)(log ερρ ++− −ô       (23) 

where ô  is the steady state value of tô  , ôρ  is the autocorrelation coefficients, and tô,ε  is 

uncorrelated and normally distributed innovations with zero mean and standard deviation .ôσ

and ô = { }.,,,,,,,,,, ,,,,,,
f

tM
f
totnTtTtotto

f
t

f
ttt YYAAAOPR πςη  

3. Bayesian estimation 

The model is estimated by using the Bayesian method as in Sungbae and Schorfheide (2007), 

Fernández-Villaverde (2010) and Del Negro and Schorfheide (2008). 

There are 54 parameters to be estimated gathered in Θ ={η , ς , ϖ , oψ , Mψ , nTψ , oϕ , Mϕ , nTϕ

, oα , oβ , oθ , Mα , Mβ , Mθ , Mφ , nTα , nTβ , nTθ , hoα , hMα , hnTα , nTφ , Iφ , Iχ , nTχ , Mχ , πµ , 

eµ , yµ , rρ , 
f

r

ρ , 
o

pρ , oρ , 
f

o
yρ , 

f
M

yρ , fπ
ρ , 

o
aρ , 

M
aρ , 

nT
aρ , ηρ , ςρ , rσ , 

f
r

σ , 
o

pσ , oσ , 

f
o

yσ , 
f

M
yσ , fπ

σ , 
o

aσ , 
M

aσ , 
nT

aσ , ησ , ςσ }. The rest of the parameters are calibrated, as 

commonly done in the DSGE literature. This procedure helps to cope with the problem of 

identification from which DSGE models commonly suffer, arising from the fact that the data 

used in the estimation may contain little information about some parameters. 

3.1 Calibration 

We calibrate some parameters which cannot be estimated. These parameters’ values are taken 

as fixed from the start of calculation. As in Almeida (2009), the parameters we chose to 
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calibrate pertain mostly to three aspects: (i) those crucial to determine the steady-state; (ii) 

those for which we have reliable estimations from other sources; and (iii) those whose values 

are crucial to replicate the main steady-state key ratios of an oil exporting economy. The 

calibration matches some features of oil exporting countries11. Table 2 reports the calibration 

values. 

The subjective discount factor, β , is set at 0,99 . Since, in the steady state, ),1/(1= r−β  this 

implies an annual real interest rate of 4% . The parameter, γ , is set at 2,  as in Bouakez et al 

(2008) and Dib (2008), implying an elasticity of intertemporal substitution of consumption of 

0.5. Following Devereux et al. (2006), the inverse of the elasticity of the intertemporal 

substitution of labor, σ , is set at 1. The depreciation rate of capital is fixed at 0.025 . This 

value is common to the three sectors. 

As in Dib (2008), we set the parameters that represent the degree of monopoly power in the 

intermediate good market, θ , and the labor market, ϑ , equal to 6  and 8  respectively. The 

steady state price and wage markup are equal to 20% and 14% respectively. The price 

elasticity of demand for imported, domestic tradable and non-tradable goods, τ , is set at 0,8  

as in Dib (2003, 2008).  

Table 2: Calibration of structural parameters.  
Description Parameters Values 

      
Structural Parameters   

Subject discount factor β  0.99 

The inverse of the elasticity of intertemporal substitution of consumption γ  2 

The inverse of the Frish wage elasticity of labour supply σ  1 

Parameter measuring the risk premium φ  0.0015 

The depreciation rate of capital δ  0.025 

Lump-sum tax parameter ϖ  0.2 

Price elasticity of demand for imported and non-oil goods τ  0.8 

Share of import invoiced in the US dollar µ  0.3 

Oil price rule parameter υ  0.3 

Labor elasticity of substitution in the oil sector 
hoα  0.31 

Labor elasticity of substitution in the non-oil sector 
hnoα  0.69 

Steady state values   

Gross steady-state domestic inflation rate π  1.0085 

Gross steady-state foreign inflation rate fπ  1.0070 
Steady state domestic interest rate R  1.0185 

Steady state foreign interest rate fR  1.0158    
The labor elasticity of substitution in the three sectors namely, oil, non-tradable and 

manufacturing sectors are assigned values to match the shares of hours worked in the three 

                                                 
11 We use all studies which could reflect features of oil exporting economies like Algeria, Canada and Mexico. 
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sectors (oil, manufacturing and non-tradable sectors) of Algerian economy, so that, 
M

h
o

h αα ,  

and 
nT

hα  are equal to 0.32, 0.13  and 0.55  respectively12. 

Since we have two samples of oil exporting countries, we choose two values of the fraction of 

domestic oil exports in foreign spending. The first value, 1

,toν , is set equal to 0.6  for the first 

sample which gather oil dependant countries. The second value, 2

,toν  , equal to 0.4  is assigned 

to the second sample. To match the ratio manufactured goods to GDP observed in the data of 

our sample, we set the parameter, Mν , equal to 0.3. The risk premium parameter, φ , is set 

equal to 0.0115.  This value is chosen to match the average ratio of foreign debt to GDP of 

our sample of oil exporting economies. 

3.2 Data 

To estimate our model, we use ten series of quarterly data collected from ECLAC (The 

Economic Commission for Latin America), WTO (World Trade Organization), OECD 

(Organization for Economic Cooperation and Development) and IMF (International Monetary 

Fund). Our series are: GDP, households consumption, investment (Gross Fixed Capital 

Formation), oil production, inflation rate, nominal exchange rate against the dollar, domestic 

interest rate (discount rate), international oil price, oil exports, and imports from 1980 to 

2010. These series are chosen for sixteen oil exporting and emerging countries (Algeria, 

Argentina, Ecuador, Egypt, Gabon, Indonesia, Kuwait, Iran, Libya, Malaysia, Mexico, 

Nigeria, Oman, Qatar, Russian Federation, Saudi Arabia, United Arab Emirates and 

Venezuela). The choice of these countries was based essentially on their degree of oil 

dependent. As shown by Table 1, we divided our sample of countries into two subsamples: 

high oil dependent and low oil dependent countries. All the data has been detrended by the 

Hodrick-Prescott filter and centred around their means. 

3.3 Priors 

To reflect our beliefs about structural parameters, we specify prior distributions for the entire 

vector Θ . We choose priors based on evidence from previous studies for oil exporting 

economies (like Medina and Soto (2005), Dib (2008), Romero (2008)), but for those for 

which we had no references we used common sense while trying to construct the least 

restrictive priors possible. These priors are summarized in Tables 3 and 4 in appendix. 

We assume Beta distribution for those parameters that must lie in the [0 1]  interval. This 

                                                 
12 These values are chosen by using ONS (national office of statistics) data. These values are approximatively 

the same in our sample of oil exporting economies. 
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applies to the persistence parameters of the exogenous stochastic processes which are 

assumed to follow a beta distribution with a mean of 0.6  and a standard deviation of 0.2 . 

The Beta distribution is also assigned to the parameters of price and wage stickiness with a 

mean of 0.67  that corresponds to changing price and wage every 3  quarters on average. We 

set the shares of capital, ,oα  labor, oβ , and oil resources, oθ , in the production of oil to 0.35 , 

0.14  and 0.51  respectively. We also set to 0.41 (0.26) , 0.27 (0.47)  and 0.32 (0.27)  the 

share of capital, Mα ( )nTα , labor, Mβ ( )nTβ , and a fraction of oil output, Mθ ( ),nTθ in the 

production of non-oil goods. The standard deviations of these parameters are assumed to 

follow Beta distribution and a standard error of 0.05 . As in Medina and Soto (2005) and Ben 

Aissa and Rebei (2010), we fix the mean of the habit formation parameter equal to 0.5.  Its 

standard deviation is set at 0.25 . The fraction of imported goods in the final good, Iχ , is set 

to 0.55.  Since in the most oil exporting economies the share of import and non-tradable 

goods in the production of the final goods is higher than the tradable goods, we set nTχ  and 

Mχ  equal to 0.3 and 0.15  respectively. 

We also assume Gamma and inverted Gamma distributions for the parameters that must be 

positive. This is the case of the standard errors of various innovations which are assumed to 

follow the inverse Gamma distribution, with a mean of 0.5 and a standard error of 2 . The 

remaining parameters have a normal distribution. Thus, we use a normal distribution for the 

capital adjustment costs in each sector with a mean of 5  and a standard deviation of 2 . The 

prior of the parameter, jψ , reflect the extent to which changes in capital stocks are delayed. 

Also, as in Rabanal and Rubio-Ramirez (2005) and Medina and Soto (2005) we do not 

impose non-negativity restrictions on the policy rule coefficients. Thus, we assume a normal 

distribution for all monetary policy coefficients with a mean of 0.50  for inflation, exchange 

rate and 0.30  output coefficients respectively. A standard deviation of 0.3 is assigned to 

these parameters. Finally, for the interest rate smoothing coefficient, Rρ , we assume a beta 

distribution with mean 0.75  and a standard deviation of 0.2 . 

4. Estimations results 

We analyze our estimations results in three steps. First, in order to see to what extent our 

baseline model is relevant, we consider the posterior means. In this first step, both high oil 

and low oil dependent countries are studied. Steps two and three are dedicated to economies 

suffering from the Dutch disease effect in the aftermath of positive oil price shock. In this 
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perspective, step two analyzes the impulse response functions of several domestic 

macroeconomic variables to the oil shock. Finally, step three introduces alternative monetary 

policy rules to estimate to what extent exchange rate and / or inflation targeting rules perform 

better than the monetary strategy of the baseline model to prevent the Dutch disease. 

4.1 Posterior distributions 

Tables 5-8 in appendix report the Bayesian estimation results of the structural parameters of 

the baseline model. 

The degree of habit formation in consumption (ϖ ) is consistently higher in high oil 

dependent countries (Table 5) relative to low oil dependent economies (Table 7). Indeed, in 

the first group, the posterior means range from (0.57)  in Nigeria to (0.89)  for Oman while 

these lower-higher values in the second group are Argentina (0.16)  and Russia (0.77) . The 

higher degree of habit formation in consumption means that changes in the level of 

consumption lead to high welfare costs. Our results suggest that such welfare costs are 

especially high in low diversified economies (high oil dependent). Capital-adjustment costs 

)(ψ  refer to the ability for an economy to change its capital stock from period to period. In oil 

sector, Tables 5 and 7 show that these costs are higher than prior means (5.0)  in the major 

part of our studied countries. On average, there are no significant difference between our two 

groups of countries. The absence of a clear relationship between the capital-adjustment costs 

and the degree of oil dependence is confirmed inside each group. This parameter does not 

seem to depend from the weight of oil exports in total exports. For instance, for high oil 

dependent countries, the capital-adjustment cost is below the prior for Venezuela (3.63)  and 

higher for Oman (8.34) . Capital-adjustment costs are significantly higher in both 

manufacturing and non-tradable sectors in high oil dependent countries relative to low oil 

dependent ones. In the first group, Table 5 shows that posterior means are higher than the 

priors. Overall, the estimates of the capital-adjustment costs suggest that high oil dependent 

economies may meet more difficulties to respond to oil price shocks. 

The shares of capital )(α , labor )(β , and oil resources )(θ  in the different production sectors 

(oil, manufacturing, and non-tradable) estimated by posterior means are in line with our 

priors. This result suggests that our baseline model is relevant to analyze both high and low 

oil dependent countries. 

In the two subsamples, posterior means suggest a higher prices rigidity )(φ  in the non-

tradable sector relative to the manufacturing and import ones. In the two latter sectors, 
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posterior means are consistently below the priors. On average, the estimated Calvo 

probabilities of not resetting optimally prices are (0.72)  and (0.69)  in the non-tradable 

sectors for high and low oil dependent countries respectively. These probabilities are 

(0.58)(0.59)−  in the manufacturing sector and (0.61)(0.60)−  in the import sector. In other 

words, prices are adjusted every (2.4)  and (2.6)  quarters in the latter sectors while the 

adjustment take place every (3.6)  (high oil dependent) and (3.2)  (low oil dependent) 

quarters in the former. These parameters do not show significant differences in the two groups 

of countries. 

As for prices, in high and low oil dependent economies, wages stickiness )(ϕ  is higher in the 

non-tradable sector relative to oil and manufacturing ones. Considering for instance the high 

oil dependent sample (Table 5), on average, we see that wages are adjusted every (2.9)  

quarters in the oil sector and every (3.2)  quarters in the manufacturing sector while the 

adjustment occurs every (4.2)  quarters in the non-tradable sector. The share of imports in the 

final good )( Iχ  tends to be lower in low oil dependent that in high oil dependent countries. In 

the two samples, the posterior means are below the priors, except for Argentina and United 

Arab Emirates. On average, in both high oil and low dependent economies, the share of 

manufacturing )( Mχ  and non-tradable goods )( NTχ  are close to the prior means. 

The lower part of tables 5 and 7 exhibits the monetary policy coefficients. In both high oil and 

low oil dependent countries, the posterior means on output target )( yµ  suggest that our 

studied countries do not consider output in the conduct of their monetary policy. Indeed, we 

see that for all countries posterior means are dramatically below the priors. To the opposite, 

the weights of the exchange rate )( eµ  estimated by the posterior means are consistently 

higher than those given by the prior means. This finding is broadly consistent with the 

evolution of exchange rate regimes in the studied countries. More precisely, de facto 

classification suggests that many countries in our two samples have chosen rigid exchange 

rate arrangements over the major part of the studied period. The inflation coefficients )( πµ  

given by the posteriors are higher the priors in Oman (0.93) , Saudi Arabia (0.88) , and 

Venezuela (1.07)  in the high oil dependent group. For the low oil dependent economies, 

Table 7 shows that only UAE (1.06)  and Egypt (1.37)  have posteriors higher than prior 

means. 

Overall, our results suggest that in the two samples, exchange rate matters significantly in the 
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conduct of the monetary policy. Inflation seems to be a secondary target for monetary 

authorities. To the opposite, countries disregard output target. Oil exporting countries may 

favor the stability of the exports receipts in dollar relative to domestic targets. 

The middle part of Tables 6 and 8 displays the persistence of shocks affecting the 

macroeconomic variables considered in our model. In our two groups of countries, the 

persistence of the domestic interest rate shocks )( rρ  given by the posteriors is lower than the 

priors. This finding is consistent with the role played by the exchange rate in the conduct of 

the monetary policy. More precisely, domestic authorities use the interest rate to manage their 

exchange rates, preventing a smoothing adjustment of this variable. Except for Venezuela 

(high oil dependent) and United Arab Emirates (low oil dependent), the persistence of the 

foreign interest rate shock )( rfρ  estimated by the posteriors is higher than the priors. In 

addition, on average, the persistence is larger in high oil dependent countries. On average, the 

persistence of oil price shock )( poρ  is close to the prior means. Among the high oil dependent 

economies, Kuwait exhibits the lowest persistence (0.45)  while the shock has a sizeable 

persistence for Venezuela (0.85). In the other group, the lowest persistence is observed for 

Mexico (0.53)  and the highest in Egypt (0.89) . In the two samples, posterior means exhibit a 

stronger persistence of world inflation shock )( fπ
ρ  relative to priors. On average, world 

inflation shock tend to be more persistent in high oil dependent countries. As expected in 

RBC models, technological shocks )( aρ  in oil, manufacturing and non-tradable sectors are 

persistent. Tables 6 and 8 show that this persistence is larger in high oil dependent countries, 

especially in oil and non-tradable sectors. 

Overall, posterior means suggest that shocks persistence tend to be larger in high oil 

dependent economies. As a result, we expect more difficulties in the group of countries to 

face to macroeconomic shocks, and, more particularly, to oil shocks. 

The lower part of tables 6 and 8 display to what extent the monetary policy in our studied 

countries must face to a volatile environment. The tables show that the volatility directly 

associated to oil is especially high in the two samples. On average, the volatility of oil price 

shock )( poσ  is significantly higher in high oil dependent countries relative to low oil 

dependent ones .  In these two groups of countries, posteriors means are dramatically higher 

than priors. Countries such as Algeria, Ecuador, Egypt, Indonesia, Kuwait, Libya, Malaysia, 

Oman, and Venezuela display oil prices volatility. Similarly, the volatility of technological 
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shock in the oil sector )(
o

aσ  is high in the two subsamples. 

Foreign interest shocks )( f
r

σ  exhibit higher volatility in low oil dependent countries. In 

addition, Table 8 shows that the dispersion between low oil dependent economies is 

significantly higher than in high oil dependent countries. If, on average, the volatility of the 

domestic interest rate )( rσ  is higher in low oil dependent countries, the two groups of 

economies exhibit a similar pattern. More precisely, Tables 6 and 8 show that Islamic 

countries (where the interest rates are highly regulated) and economies with more rigid 

exchange rate arrangements have the lowest domestic interest rate volatility. 

Overall, both high and low oil dependent countries are characterized by a volatile 

environment. Interestingly, on average, we can note that in these two groups of countries oil 

prices, foreign inflation, and technological shock in the oil sector exhibit the highest 

volatilities. 

4.2 Impulses response functions 

The purpose of this analysis is to identify oil producing countries in which a positive oil price 

shock leads to a Dutch disease effect. Then, for this group of countries, we study the 

respective impact of the resource movement effect and the spending effect. 

Recall that, an increase in oil price and its subsequent surge in resource exports cause an 

appreciation of the real exchange rate (through the appreciation of the nominal exchange rate 

and/or a rise in the domestic price level) which decreases the competitiveness of the country’s 

other, non-resource manufactured goods. This manufacturing goods sector experiences a 

decrease in production insofar as their higher relative prices lead to competitiveness losses. In 

addition, since the windfall involves the domestic price level to increase, producers of 

manufactured goods faces higher production costs, which causes them to reduce their output. 

Consequently, the manufacturing goods sector contracts, and de-industrialization sets in Rudd 

(1996). 

The impulse response functions in the different sectors after a positive oil price shock exhibit 

a Dutch disease effect in high oil dependent countries. Indeed, the production in the 

manufacturing sector decreases after the shock in Algeria, Kuwait, Oman, Saudi Arabia, and 

Venezuela. As expected with the Dutch disease effect, Figure 1 exhibits strong positive 

responses of the non-tradable in Gabon, Libya, Nigeria, Saudi Arabia, and Venezuela. The 

increase in this sector is observed with a lag in Algeria, Kuwait, and Oman. 

Figure 1: The effect of 1% positive oil price shock on sectorial output in high oil dependent 
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countries. 

 

Results concerning low oil dependent countries (Figure 2) suggest that, except Mexico to a 

certain extent, a positive oil price shock does not induce a Dutch disease effect. 

Figure 2: The effect of 1% positive oil price shock on sectorial output in low oil dependent 

countries. 

 

Figures 3 and 4 allow us to see to what extent the Dutch disease effect is explained by the 

resource movement effect and the spending effect respectively. The resource movement effect 

is based on the perfect capital and labor mobility between the production sectors. According 

to this effect, in the aftermath of a positive oil price shock, capital and labor move from the 

manufacturing sector to the oil and non-tradable sectors. As a result, if the resource movement 

effect is present, we expect a decrease (an increase) in the hours worked in the manufacturing 

sector (in the oil and non-tradable sectors). We must also observe a decrease (an increase) in 

the wages of the manufacturing sector (oil and non-tradable sectors). Figure 3 displays the 

responses of hours worked to a positive oil price shock in countries suffering from a Dutch 

disease effect. The main result is a weak response in manufacturing sector suggesting that the 

resource movement effect is not very important.  
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Figure 3: Responses of hours worked to oil price shock (Baseline model) 

 

This finding is confirmed by the responses of wages to the oil price shock. In countries where 

wages in the manufacturing sector decrease -that is Algeria, Kuwait, Oman, and Saudi 

Arabia- the responses are weak and short-lived (Figure 4). 

Figure 4: Response of wages to an oil price shock (Baseline model) 

 

The spending effect refers to the negative consequence of the real exchange rate appreciation 

on the manufacturing production. Such appreciation rests on higher domestic incomes due to 

the increased revenues coming from an increase in oil price and/or the resource discovery. 

Figure 5 exhibits the responses of the real exchange rates to a positive oil price shock. In all 

countries, the oil shock is followed by a real appreciation of the domestic currency. The 

appreciation is persistent in all countries suffering from the Dutch disease. This appreciation 

is explained by an appreciation of the nominal exchange rate in all countries (except Saudi 

Arabia and Venezuela) and an increase in domestic price level in all countries. These results 

are in line with the theoretical literature. 
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Figure 5: Responses of real exchange rate to an oil price shock (Baseline model) 

 

Overall, the previous findings show that the main channel explaining the Dutch disease rests 

on the spending effect. The smaller importance of the resource movement effect may be due 

to the size of wages stickiness in the manufacturing sector. 

5. The role of monetary policy 

To evaluate the role of two monetary policy rules, exchange rate (ER) and inflation targeting 

(IT) rules, we proceed in two steps: i) we assess the responses of key variables 

(manufacturing output) under each rule only for countries that have suffered a Dutch Disease; 

ii) then, we compare the welfare implications of alternative monetary policy reaction function 

in the context of oil price shock 

5.1 Fixed exchange rate vs inflation targeting 

In this step, we analyze the role of the monetary policy to limit the occurrence of the Dutch 

disease. More precisely, we compare the responses of selected macroeconomic variables 

which matter to understand the resource movement and the spending effects under the 

monetary policy defined in the baseline model and under two alternative monetary policy 

rules, the exchange rate rule and the inflation targeting rule13. 

Figures 6, 9, 12, 15, 18, and 21 in appendix display the responses of the production in the oil, 

manufacturing and non-tradable sectors according to our alternative monetary policy rules. If 

we focus on the manufacturing production, our main finding is that both the exchange rate 

and the inflation targeting rules exhibit mixed results relative to the baseline model. Except 

Gabon for the exchange rate rule, no monetary rules prevent a negative response to a positive 

oil price shock. However, inflation targeting rule allows weaker negative reaction in Kuwait, 

Saudi Arabia, and Venezuela. We get a similar conclusion for the responses of the non-

tradable production in the aftermath of a positive oil price shock. Overall, monetary policy, 

whatever the monetary rule adopted by the authorities, seems to have only a weak influence 

on the production changes in the different economic sectors. 

                                                 
13 All figures are inserted in Appendix. 
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Figures 7, 10, 13, 16, 19, and 22 in appendix exhibit the changes in hours worked after a 

positive oil price shock. Our main finding is the following: the two monetary policy rules get 

better performances than the baseline model to decrease the negative impact of the positive oil 

price shock on hours worked in the manufacturing sector. There are only two exceptions: 

Gabon and Oman. This two countries -with Saudi Arabia- share a similar characteristic: over 

the major part of the period, they have adopted the most rigid exchange rate regimes. More 

precisely, in Algeria, Kuwait, Saudi Arabia, and Venezuela, the contemporaneous response of 

the hours worked in the manufacturing sector is positive while the response expected by the 

Dutch disease effect is negative (as in the baseline model). In other words, the inflation 

targeting rule has a stabilizing influence. Exchange rate rule offers a similar stabilizing impact 

in Saudi Arabia and Venezuela. The analysis of the responses of the wages in the 

manufacturing sector (Figures 8, 11, 14, 17, 20 and 23 in appendix) show more mixed results. 

In Kuwait and Saudi Arabia the response of wages in the manufacturing sector on the impact 

of a positive oil price shock is positive under the inflation targeting rule while the response is 

negative in the baseline model. Inflation targeting rule allows smaller fluctuations in Gabon 

and Oman. 

Overall, even if the monetary policy does not exert a strong influence on the resource 

movement effect in countries suffering from a Dutch disease effect, our results show that the 

inflation targeting rule is more efficient to contain the occurrence of the resource movement 

effect. 

The figure 24 in appendix displays the responses of the real exchange rates according the 

alternative monetary policy rules. The exchange rate rule produces the best performances in 

all countries (only at long-horizon) exept in Oman. 

5.2 Welfare analysis 

To conduct this analysis, we solve the model to a second order approximation around its 

deterministic steady state14. The main goal is to compare the welfare implications of 

alternative optimized monetary policy reaction function. Following these studies, we compute 

the welfare using the unconditional expectation of the utility function. Formally, the welfare 

criterion is derived from the following single period utility function: 

                                                 
14 In the deterministic steady state, all shocks are set to zero and there is no uncertainty. This method allows us to 

compare welfare implications of alternative monetary policy because the deterministic steady-state is invariant 

across all policy regimes considered. 
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The welfare cost is measured by using the compensating variation. This method allows us to 

measure the percentage changes in consumption in the deterministic steady state. 

We calculate the welfare implications for each country that suffered a Dutch Disease after an 

oil price shock. We use in each case two monetary policy rules: ER rule and IT rule. For this 

purpose, we follow the typical way to examine the welfare implications of monetary policy 

rules which consist to estimating the baseline model with a given monetary policy, then 

varying parameters in the monetary policy rule, while keeping all other parameters the same 

as in the baseline model. An advantage of this procedure is that policy parameters are the only 

factors that create differences in the welfare measure. 

Table 9 reports that after an oil price shock, the inflation targeting rule yields the lowest 

welfare cost in Algeria, and Saudi Arabia. In other words, inflation targeting lowers, in these 

countries, the welfare cost which is at around 0.00136%, and 0.0056% of consumption in the 

deterministic steady state respectively in Algeria and Saudi Arabia. However, in the other 

economies, the exchange rate rule seems to be the best way to avoid the negative effects of an 

oil price shock. Indeed, the implied welfare cost of an oil price shock, in the case of four high 

dependent countries (Gabon, Kuwait, Oman and Venezuela), is higher in the model under ER 

rule. For example, after an oil price shock, using ER rule, the implied welfare is about 

0.0121% in Venezuela and 0.0021% in Gabon. 

Table 9: Welfare results (in percentage of the steady state of consumption). 

 Oil price shock  

 IT rule ER rule 

Algeria 0.00136 0.00335 

Gabon 0.0033 0.00210 

Kuwait 0.001204 0.000624 

Oman 0.00166 0.00085 

Saudi Arabia 0.0056 0.0105 

Venezuela 0.0134 0.0121 

These values jump to 0.0033% and 0.0134% in Gabon and Venezuela respectively under an 

IT rule. These results are in line with our estimation results. Indeed, recall that our estimations 

suggest that in the high oil dependent countries, exchange rate matters significantly in the 
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conduct of the monetary policy. Inflation seems to be a secondary target for monetary 

authorities. 

In summary, the welfare analysis suggests that the best monetary rule is country specific. 

Indeed, we find that the inflation targeting rule yields the lowest welfare costs in Algeria, and 

Saudi Arabia while in the other economies the exchange rate rule is superior to reduce welfare 

costs following a positive oil price shock. 

6. Conclusion  

In this paper, we built a multisector DSGE model for a sample of countries that depend on oil 

exports (high and low oil dependent). The aim of this study is to investigate if the Dutch 

disease effect occurs in both high and low oil dependent countries, or only in one of them. To 

do so, the model takes into account three production sectors, namely, oil, manufacturing and 

non-tradable sectors. The oil producer operates under perfect competition and the other two 

sectors under monopolistic competition. We have, thus, attempted to compare the response of 

selected variables to an oil price shock in each subsample and then how monetary policy 

should be conducted to insulate the economy from the impact of this shock. 

Our results show that high oil dependent countries are most likely vulnerable to oil price 

shock than low oil dependent ones. Regarding the appropriate monetary policy rule, we find 

that both inflation targeting and exchange rate rules may be effective to contain the size of the 

Dutch disease effect. Our results suggest that in Algeria and Saudi Arabia, inflation targeting 

offers better performances. We observe the opposite in Gabon, Kuwait, Oman, and 

Venezuela. Such results are consistent with economic theory. Indeed, we see that in more 

open economies and smaller countries (in terms of economic size), the exchange rate rule is 

preferable to inflation rule. Venezuela seems an exception. Such country does not fulfill the 

traditional criteria favoring the choice of the exchange rule. In fact, this exception is only 

apparent. First, if we consider the volatility (see Table 6), we see that Venezuela is among the 

most volatile economy. Second, Venezuela suffers from a fiscal dominance effect: both 

inflation rate and fiscal deficit are the highest relative to other studied countries. 
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Appendix 

A.1 Estimation results 

Table 3: Prior distribution of the estimated parameters. 

 

Table 4: Prior distribution of the estimated parameters (continued). 
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Table 5: Estimation results in the high oil dependent countries 
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Table 6: Estimation results in the high oil dependent countries (continued) 
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Table 7: Estimation results in the low oil dependent countries 
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Table 8: Estimation results in the low oil dependent countries (continued) 
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A.2  Fixed exchange rate vs inflation targeting 
 
Figure 6: Alternative monetary policy rules (Algeria) 
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Figure 7: Alternative monetary policy rules (Algeria) 

0.3   
h

O 10 hnT  
 

        

0.2     
5 

   
 

0.1 
       

 

    

0 
   

 

0
       

 

        
 

-0.1 0 10 20 30 -5 0 10 20 30
 

0.5 
  hM 

0.5
e  

 

       
 

0    
0 

   
 

-0.5

       
 

    

-0.5

   
 

-1 
       

 

        
 

-1.5 0 10 20 30 -1 0 10 20 30
 

            IT rule   ER rule Baseline  
 

 
 



36  

Figure 8: Alternative monetary policy rules (Algeria) 
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Figure 9: Alternative monetary policy rules (Gabon) 
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Figure 10: Alternative monetary policy rules (Gabon) 
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Figure 11: Alternative monetary policy rules (Gabon) 
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Figure 12: Alternative monetary policy rules (Kuwait) 
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Figure 13: Alternative monetary policy rules (Kuwait) 
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Figure 14: Alternative monetary policy rules (Kuwait) 
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Figure 15: Alternative monetary policy rules (Oman) 
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Figure 16: Alternative monetary policy rules (Oman) 
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Figure 17: Alternative monetary policy rules (Oman) 
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Figure 18: Alternative monetary policy rules (Saudi Arabia) 
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Figure 19: Alternative monetary policy rules (Saudi Arabia) 
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Figure 20: Alternative monetary policy rules (Saudi Arabia) 
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Figure 21: Alternative monetary policy rules (Venezuela) 
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Figure 22: Alternative monetary policy rules (Venezuela) 
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Figure 23: Alternative monetary policy rules (Venezuela) 
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Figure 24: Real exchange rate under alternative monetary policy rule 
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