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## 1. Introduction

When a material is subject to mechanical loading, heat sources appear inside the material. It has been widely studied for metallic materials machining, forming or laminating processes and fatigue characterization [1,2]. Heat sources appearance occurs as well in composite materials [3,4] under mechanical loading [5], for instance in forming process [6] or in fatigue tests [7,8]. The interest for heat sources lies in their relationship to the thermomechanical properties of the material, to the fatigue life prediction, and to the damage assessment. Heat sources study is also important for investigation of new fabrication processes such as additive manufacturing (AM). Douellou et al. [9] evaluates the mechanical dissipation in AM materials during fatigue loading. Additive manufacturing can also produce functional or multifunctional materials in which heat sources have a functional role. Neely et al. [10] describes reactive materials architectures that are designed for soldering in inaccessible areas. An energetic material is integrated in the material by additive manufacturing and is used for joining when ignited. The heat source must be prescribed for a use in welding at the appropriate fusion temperature.

Extension to the study of Functionally Graded Materials (FGM) properties might also be interesting as FGM are often designed to be used in severe temperature environment, under high thermal and mechanical loads [11].

For the design of functional materials as well as for structural parts, to assess damage or to contribute to the material characterization, the knowledge of the heat sources is then of main importance : the determination of the heat sources is needed to reach a target temperature at the surface in reactive materials joinings; it is also determined as an intrinsic data of the material to understand mechanisms under fatigue [12]. When the thermal effects reach the surface, thermal imaging is often used : the surface temperature gives information for heat sources reconstruction. The study of the thermal response of a component under a heat source is then very useful. We can also cite the application for non destructive damage assessment in laminated composites. Many techniques are used [13] including thermography analysis.

This study is restricted to laminated composites. Laminated composite materials cover a very wide scope of application in industry, for instance in the transportation or energy fields as structural materials. For example in Carbon Fiber Reinforced Polymers [14], or in Glass Fiber Reinforced Polymers [15], the determination of heat sources is performed from the surface temperature field analysis, the temperature being obtained by IR thermography [16] and the analysis by the solution of an inverse problem [17]. Different methods have been developed, but in this framework, it appears that many computations
have to be performed to identify the characteristics of the heat source in an iterative process. Thus, it calls for an efficient numerical tool to solve many direct problems involving heat diffusion phenomenon for different sets of parameters (position of the heat source, temporal evolution of the heat source ...). For this purpose, reduced order modeling can be advantageously used. In particular, the so-called Proper Generalized Decomposition (PGD) [18] has shown interesting features to decrease significantly the computational costs. Indeed, it allows us to decrease the dimensionality of numerous physical problems by introducing the separated representations of solutions. It is firstly introduced under the name of "radial approximation" [19] by P. Ladevèze within the framework of the LArge Time INcrement (LATIN) method. Concerning the thermal analysis, the PGD method has already been carried out for different issues: the moving thermal load on the surface is considered in [20] with a space/time separation. The non-linear transient thermal problem with a concentrated moving laser source is addressed in [21]. It is applied in [22] for Dynamic Data-Driven Application Systems taking into account the prescribed temperature as parameters. The reciprocity principle for real-time monitoring of thermal processes (transient analysis) is developed in [23]. The PGD is also used in the solution of an inverse heat conduction problem within the Bayesian framework [24]. The variables separation of the spatial coordinates $x$ and z has already been used in [25] for laminates. For a review about the PGD and its fields of applications in our framework, the reader can refer to [26-29].

Note that an alternative way to decrease the computational cost consists in using the Proper orthogonal decomposition (see [30] for transient thermal problem).

This work aims at modeling composite beam structures regardless of the volume heat source location for unsteady thermal analysis with a low computational cost. For this purpose, the present approach is based on the separated representation where the temperature is written as a sum of products of unidimensional polynomials of $x$ coordinate, $z$ coordinate, the time $t$ and also the volume thermal heat position $x_{s}$. A piecewise fourth-order Lagrange polynomial of $z$ is chosen as it is particularly suitable to model composite structures. As far as the variation with respect to the axial coordinate is concerned, a 1D three-node beam Finite Element (FE) is employed. The functions of the volume heat source position are also piecewise quadratic. Finally, the deduced non-linear problem is solved using a classical fixed point method. Thus, four 1D linear problems are solved alternatively, in which the number of unknowns is much smaller than in a Layerwise approach. Once different sets of these four 1D functions are determined, the temperature fields can be deduced for any size and location of the heat sources by applying the superposition principle. Nevertheless, in our particular framework, the location of the heat source in the thickness direction z or its temporal evolution can change. Thus, a new strategy is developed to take into account these test cases. It relies on a socalled multi-resolution approach and comes from the preliminary stage of the Latin Method [31,32]. Once the 1D functions are computed for a given configuration, they are used for subsequent computations with other heat source configurations. The new computations are limited to the corrections of some of the previously built 1D functions instead of performing the whole analysis. In this way, the computational cost will be reduced.

The outline of the article is the following. First, the unsteady heat conduction problem is described. Then, the formulation of the parametrized problem based on the variables separation is given. The particular assumption on the temperature field yields a non-linear problem which is solved by an iterative process. The FE discretization is also given. Then, different algorithms are shown to explain the multiresolution strategies. Finally, numerical results are provided to show the possibilities of the method and assess the accuracy of the involved results. Different heat source and composite structures are considered.

## 2. Unsteady heat conduction problem description

A laminated beam with $N C$ layers is defined in a domain $\mathcal{B}=$ $\mathcal{B}_{x} \times \mathcal{B}_{y} \times \mathcal{B}_{z}=[0, L] \times\left[-\frac{b}{2} \leq y \leq \frac{b}{2}\right] \times\left[-\frac{h}{2} \leq z \leq \frac{h}{2}\right]$ expressed in a Cartesian coordinate ( $x, y, z$ ). The cross-section of the beam is rectangular. $h$ and $b$ are the height and the width, respectively. The central line of the beam is chosen as the $x$ axis. It is shown in Fig. 1.

Considering the geometry and the boundary conditions, a 2D problem will be considered hereafter.

### 2.1. Heat conduction problem

### 2.1.1. Thermal constitutive equation

The physical problem considered here involves the linear heat conduction equations. The constitutive equation is given by the Fourier law:
$\mathbf{Q}=-\lambda \boldsymbol{\operatorname { g r a d }}(\theta)$
where $\theta, \mathbf{Q}, \lambda$ and grad are the temperature, the heat flux, the thermal conductivity and the gradient operator, respectively. For the layer ( $k$ ), we have
$\lambda^{(k)}=\left[\begin{array}{cc}\lambda_{1}^{(k)} & 0 \\ 0 & \lambda_{3}^{(k)}\end{array}\right]$

### 2.1.2. Heat transfer equation

Considering a prescribed volume heat source $r_{d}$ at the location $M_{s}$, the heat transfer equation can be written as
$\rho c_{p} \frac{\partial \theta}{\partial t}+\operatorname{div}(\mathbf{Q})=r_{d} \delta\left(M-M_{s}\right)$
where $\rho$ is the mass density, $c_{p}$ the heat capacity per unit mass, $t$ the time, $t \in\left[0, t_{\max }\right] . \delta$ is the Dirac delta function.

### 2.2. The weak form of the boundary value problem

In the presented problem, the prescribed surface heat surface and the convective heat transfer are not considered. For $\delta \theta \in \delta \Theta(\delta \Theta=\{\theta \in$ $H^{1}(\mathcal{T} \times \mathcal{B}) / \theta=0$ on $\left.\partial \mathcal{B}_{\theta}\right\}$ with $\left.\mathcal{T}=\left[0, t_{\max }\right]\right)$, the variational principle is given by:
find $\theta \in \Theta$, with $\theta(t=0)=\theta_{i n i}$ such that:

$$
\begin{align*}
\int_{\mathcal{T}} \int_{\mathcal{B}} \delta \theta \rho c_{p} \frac{\partial \theta}{\partial t} d \mathcal{B} d t & -\int_{\mathcal{T}} \int_{\mathcal{B}} \operatorname{grad}(\delta \theta)^{T} \mathbf{Q}(\theta) d \mathcal{B} d t  \tag{3}\\
\forall \delta \theta \in \delta \Theta & =\int_{\mathcal{T}} \int_{\mathcal{B}} \delta \theta r_{d} \delta\left(M-M_{s}\right) d \mathcal{B} d t
\end{align*}
$$

$\Theta$ is the space of admissible temperatures, i.e. $\Theta=\left\{\theta \in H^{1}(\mathcal{T} \times\right.$ $\mathcal{B}) / \theta=\theta_{d}$ on $\left.\partial \mathcal{B}_{\theta}\right\}$.

## 3. Application of the variable separation to the unsteady thermal analysis for a parametrized solution $x_{s}$

The Proper Generalized Decomposition (PGD) was introduced in [18] and is based on an a priori construction of separated variable representation of the solution. For the thermal analysis, the solution with separated coordinate variables has been developed in [20].

The following sections are dedicated to the introduction of this approach to build a parametric solution for unsteady analysis of a composite beam with heat sources at any locations on the $x$-axis. The position and the size in the $z$-direction and the temporal evolution of the heat source are fixed. The latter will be addressed in Section 4 considering a multi-resolution approach.

The problem defined by Eq. (1)-Eq. (3) is considered as a parametrized problem where the heat source location $x_{s}$ is defined in a bounded interval $[0, L]$. The thermal solution for a point $M$ of coordinate $(x, z)$ of the structure, at the time $t$, depends on the values of this parameter and is denoted $\theta\left(x, z, t, x_{s}\right)$ (see Fig. 2).


Fig. 1. The laminated beam and coordinate system.


Fig. 2. The laminated beam and heat source.

### 3.1. The parametrized problem

The temperature solution $\theta\left(x, z, t, x_{s}\right)$ is constructed as the sum of $N$ products of functions of only two spatial coordinates, time and heat source location ( $N \in \mathbb{N}$ is the order of the representation) such that:
$\theta\left(x, z, t, x_{s}\right)=\sum_{i=1}^{N} T_{x}^{i}(x) T_{z}^{i}(z) T_{t}^{i}(t) T_{x_{s}}^{i}\left(x_{s}\right)$
where $T_{x}^{i}(x), T_{z}^{i}(z), T_{t}^{i}(t)$ and $T_{x_{s}}^{i}\left(x_{s}\right)$ are defined in $\mathcal{B}_{x}, \mathcal{B}_{z},\left[0, t_{\max }\right]$ and $\mathcal{B}_{x_{s}}$, respectively. A classical quadratic FE approximation is used in $\mathcal{B}_{x}$ and $\mathcal{B}_{x_{s}}$ and a fourth-order lagrangian expansion is used in $\mathcal{B}_{z}$.

The expression of the gradient of the temperature is reduced to:
$\operatorname{grad}(\theta)=\sum_{i=1}^{N}\left[\begin{array}{l}T_{x,,}^{i}(x) T_{z}^{i}(z) T_{t}^{i}(t) T_{x_{s}}^{i}\left(x_{s}\right) \\ T_{x}^{i}(x) T_{z, z}^{i}(z) T_{t}^{i}(t) T_{x_{s}}^{i}\left(x_{s}\right)\end{array}\right]$
For a structure submitted to a localized volume heat source at $x=x_{s}$, the parametrized problem can be formulated as:
find $\theta \in \Theta^{\text {ext }}$ with $\theta(t=0)=\theta_{\text {ini }}\left(\Theta^{e x t}=\left\{\theta \in H^{1}\left(\left[0, t_{\max }\right] \times \mathcal{B}_{x} \times \mathcal{B}_{z} \times\right.\right.\right.$ $\left.\mathcal{B}_{x_{s}}\right) / \theta=\theta_{d}$ on $\left.\partial \mathcal{B}_{\theta}\right\}$ ) such that:
$b\left(\frac{\partial \theta}{\partial t}, \delta \theta\right)-a(\theta, \delta \theta)-d_{r}(\delta \theta)=0, \quad \forall \delta \theta \in \delta \Theta^{\text {ext }}$
where the bilinear forms $a, b$ and the linear forms $d_{r}$ are defined by

$$
\begin{align*}
& a(\theta, \delta \theta)=\int_{0}^{t_{\max }} \int_{\mathcal{B}_{x}} \int_{\mathcal{B}_{z}} \int_{\mathcal{B}_{x_{s}}} \operatorname{grad}(\delta \theta)^{T} \mathbf{Q}(\theta) d \mathcal{B}_{x_{s}} d \mathcal{B} d t \\
& b\left(\frac{\partial \theta}{\partial t}, \delta \theta\right)=\int_{0}^{t_{\max }} \int_{\mathcal{B}_{x}} \int_{\mathcal{B}_{z}} \int_{\mathcal{B}_{x_{s}}} \delta \theta \rho c_{p} \frac{\partial \theta}{\partial t} d \mathcal{B}_{x_{s}} d \mathcal{B} d t  \tag{7}\\
& d_{r}(\delta \theta)=\int_{0}^{t_{\max }} \int_{\mathcal{B}_{x}} \int_{\mathcal{B}_{z}} \int_{\mathcal{B}_{x_{s}}} \delta \theta r_{d} \delta\left(M-M_{s}\right) d \mathcal{B}_{x_{s}} d \mathcal{B} d t
\end{align*}
$$

### 3.2. The problem to be solved

The resolution of Eq. (6) is based on a greedy algorithm. If we assume that the first $m$ functions have been already computed, the trial function for the iteration $m+1$ is written as
$\theta^{m+1}\left(x, z, t, x_{s}\right)=\theta^{m}\left(x, z, t, x_{s}\right)+T_{x}(x) T_{z}(z) T_{t}(t) T_{x_{s}}\left(x_{s}\right)$
where $T_{x}, T_{z}, T_{t}$ and $T_{x_{s}}$ are the functions to be computed and $\theta^{m}$ is the associated known sets at iteration $m$ defined by
$\theta^{m}\left(x, z, t, x_{s}\right)=\sum_{i=1}^{m} T_{x}^{i}(x) T_{z}^{i}(z) T_{t}^{i}(t) T_{x_{s}}^{i}\left(x_{s}\right)$
The test function is
$\delta\left(T_{x} T_{z} T_{t} T_{x_{s}}\right)=\delta T_{x} \cdot T_{z} \cdot T_{t} \cdot T_{x_{s}}+T_{x} \cdot \delta T_{z} \cdot T_{t} \cdot T_{x_{s}}+T_{x} \cdot T_{z} \cdot \delta T_{t} \cdot T_{x_{s}}+T_{x} \cdot T_{z} \cdot T_{t} \cdot \delta T_{x_{s}}$

The test function defined by Eq. (10), the trial function defined by Eq. (8) are introduced into the weak form Eq. (6) to obtain the four following equations:

$$
\begin{align*}
& b\left(T_{x} \cdot T_{z} \cdot T_{x_{s}} \cdot \frac{\partial T_{t}}{\partial t}, T_{z} \cdot T_{t} \cdot T_{x_{s}} \cdot \delta T_{x}\right)-a\left(T_{x} \cdot T_{z} \cdot T_{t} \cdot T_{x_{s}}, T_{t} \cdot T_{x_{s}} \cdot T_{z} \cdot \delta T_{x}\right)= \\
& \quad d_{r}\left(T_{t} \cdot T_{x_{s}} \cdot T_{z} \cdot \delta T_{x}\right)-b\left(\frac{\partial \theta^{m}}{\partial t}, T_{t} \cdot T_{x_{s}} \cdot T_{z} \cdot \delta T_{x}\right)+a\left(\theta^{m}, T_{t} \cdot T_{x_{s}} \cdot T_{z} \cdot \delta T_{x}\right),  \tag{11}\\
& \forall \delta T_{x}
\end{align*}
$$

$$
\begin{align*}
& b\left(T_{x} \cdot T_{z} \cdot T_{x_{s}} \cdot \frac{\partial T_{t}}{\partial t}, T_{x} \cdot T_{t} \cdot T_{x_{s}} \cdot \delta T_{z}\right)-a\left(T_{x} \cdot T_{z} \cdot T_{t} \cdot T_{x_{s}}, T_{t} \cdot T_{x_{s}} \cdot T_{x} \cdot \delta T_{z}\right)= \\
& \quad d_{r}\left(T_{t} \cdot T_{x_{s}} \cdot T_{x} \cdot \delta T_{z}\right)-b\left(\frac{\partial \theta^{m}}{\partial t}, T_{t} \cdot T_{x_{s}} \cdot T_{x} \cdot \delta T_{z}\right)+a\left(\theta^{m}, T_{t} \cdot T_{x_{s}} \cdot T_{x} \cdot \delta T_{z}\right) \\
& \forall \delta T_{z} \tag{12}
\end{align*}
$$

$$
\begin{align*}
& b\left(T_{x} \cdot T_{z} \cdot T_{x_{s}} \cdot \frac{\partial T_{t}}{\partial t}, T_{x} \cdot T_{z} \cdot T_{x_{s}} \cdot \delta T_{t}\right)-a\left(T_{x} \cdot T_{z} \cdot T_{t} \cdot T_{x_{s}}, T_{x} \cdot T_{z} \cdot T_{x_{s}} \cdot \delta T_{t}\right)= \\
& \quad d_{r}\left(T_{x} \cdot T_{z} \cdot T_{x_{s}} \cdot \delta T_{t}\right)-b\left(\frac{\partial \theta^{m}}{\partial t}, T_{x} \cdot T_{z} \cdot T_{x_{s}} \cdot \delta T_{t}\right)+a\left(\theta^{m}, T_{x} \cdot T_{z} \cdot T_{x_{s}} \cdot \delta T_{t}\right), \\
& \forall \delta T_{t} \tag{13}
\end{align*}
$$

$$
\begin{align*}
& b\left(T_{x} \cdot T_{z} \cdot T_{x_{s}} \cdot \frac{\partial T_{t}}{\partial t}, T_{t} \cdot T_{x} \cdot T_{z} \cdot \delta T_{x_{s}}\right)-a\left(T_{x} \cdot T_{z} \cdot T_{t} \cdot T_{x_{s}}, T_{t} \cdot T_{x} \cdot T_{z} \cdot \delta T_{x_{s}}\right)= \\
& \quad d_{r}\left(T_{t} \cdot T_{x} \cdot T_{z} \cdot \delta T_{x_{s}}\right)-b\left(\frac{\partial \theta^{m}}{\partial t}, T_{t} \cdot T_{x} \cdot T_{z} \cdot \delta T_{x_{s}}\right)+a\left(\theta^{m}, T_{t} \cdot T_{x} \cdot T_{z} \cdot \delta T_{x_{s}}\right) \\
& \quad \forall \delta T_{x_{s}} \tag{14}
\end{align*}
$$

From Eq. (11) to Eq. (14), a coupled non-linear problem is derived. Thus, a non-linear resolution strategy has to be used. A classical fixed point method is carried out as shown in Algorithm 1.

```
Algorithm 1
    for \(m=0\) to \(N_{\max }\) do
        Initialize \(\tilde{T}_{x}^{(0)}, \tilde{T}_{t}^{(0)}, \tilde{T}_{x_{s}}^{(0)}\)
    for \(k=1\) to \(k_{\text {max }}\) do
        Compute \(\tilde{T}_{z}^{(k)}\) from Eq. (12) (linear equation on \(\mathcal{B}_{z}\) ), \(\tilde{T}_{x}^{(k-1)}\),
        \(\tilde{T}_{t}^{(k-1)}, \tilde{T}_{x_{s}}^{(k-1)}\) being known
        Compute \(\tilde{T}_{t}^{(k)}\) from Eq. (13), \(\tilde{T}_{x}^{(k-1)}, \tilde{T}_{z}^{(k)}, \tilde{T}_{x_{s}}^{(k-1)}\) being known
        Compute \(\tilde{T}_{x}^{(k)}\) from Eq. (11) (linear equation on \(\mathcal{B}_{x}\) ), \(\tilde{T}_{z}^{(k)}, \tilde{T}_{t}^{(k)}\),
        \(\tilde{T}_{x_{s}}^{(k-1)}\) being known
        Compute \(\tilde{T}_{x_{s}}^{(k)}\) from Eq. (14) (linear equation on \(\mathcal{B}_{x_{s}}\) ), \(\tilde{T}_{x}^{(k)}, \tilde{T}_{t}^{(k)}\),
        \(\tilde{T}_{z}^{(k)}\) being known
        Check for convergence
    end for
    Set \(T_{x}^{m+1}=\tilde{T}_{x}^{(k)}, T_{z}^{m+1}=\tilde{T}_{z}^{(k)}, T_{t}^{m+1}=\tilde{T}_{t}^{(k)}, T_{x_{s}}^{m+1}=\tilde{T}_{x_{s}}^{(k)}\),
    Set \(\theta^{m+1}=\theta^{m}+T_{x}^{m+1} T_{z}^{m+1} T_{t}^{m+1} T_{x_{s}}^{m+1}\)
    Check for convergence
    end for
```


### 3.3. Discretization of the problem

A discretization of Eq. (11) to Eq. (14) is introduced. Classical finite element approximation of the functions $\left(T_{x}, T_{z}, T_{x_{s}}\right)$ in $\mathcal{B}_{x}, \mathcal{B}_{z}$ and $\mathcal{B}_{x_{s}}$ respectively is used. The elementary vectors of degree of freedom (dof) associated with the finite element mesh in $\mathcal{B}_{x}, \mathcal{B}_{z}$ and $\mathcal{B}_{x_{s}}$ are denoted $\mathbf{q}_{e}^{x}, \mathbf{q}_{e}^{z}$ and $\mathbf{q}_{e}^{x_{s}}$, respectively. The temperature fields and the associated gradient are determined from the values of $\mathbf{q}_{e}^{x}, \mathbf{q}_{e}^{z}$ and $\mathbf{q}_{e}^{x_{s}}$ by

$$
\begin{array}{ll}
T_{x e}=\mathbf{N}_{x} \mathbf{q}_{e}^{x}, & \mathcal{E}_{x}^{e}=\mathbf{B}_{x} \mathbf{q}_{e}^{x}, \\
T_{z e}=\mathbf{N}_{z} \mathbf{q}_{e}^{z}, & \mathcal{E}_{z}^{e}=\mathbf{B}_{z} \mathbf{q}_{e}^{z},  \tag{15}\\
T_{x_{s} e}=\mathbf{N}_{x_{s}} \mathbf{q}_{e}^{x_{s}}, &
\end{array}
$$

where $\mathcal{E}_{x}^{e T}=\left[\begin{array}{ll}T_{x, x} & T_{x}\end{array}\right], \mathcal{E}_{z}^{e T}=\left[\begin{array}{ll}T_{z} & T_{z, z}\end{array}\right]$. The matrices [ $\left.\mathbf{N}_{x}\right]$, $\left[\mathbf{B}_{x}\right],\left[\mathbf{N}_{z}\right],\left[\mathbf{B}_{z}\right],\left[\mathbf{N}_{x_{s}}\right]$ contain the interpolation functions, their derivatives and the jacobian components dependent on the chosen discrete representation.

### 3.4. Finite element problem to be solved on $\mathcal{B}_{z}$

The functions $T_{x}^{(k-1)}, T_{t}^{(k-1)}, T_{x_{s}}^{(k-1)}$ are assumed to be known. They will be denoted $\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}$, respectively and the function $T_{z}^{(k)}$ to be computed will be denoted $T_{z}$.

The variational problem defined on $\mathcal{B}_{z}$ from Eq. (12) can be written under the following form:

$$
\begin{align*}
\int_{\mathcal{B}_{z}} \delta \mathcal{E}_{z}^{T} \lambda_{x t x_{s}}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right) \mathcal{E}_{z} d z= & \int_{\mathcal{B}_{z}} \delta \mathcal{E}_{z}^{T}\left[\mathbf{Q}_{x t x_{s}}^{r}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right)\right. \\
& \left.+\mathbf{Q}_{x t x_{s}}^{m}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}, \theta^{m}\right)\right] d z \tag{16}
\end{align*}
$$

where $\lambda_{x t x_{s}}, \mathbf{Q}_{x t x_{s}}^{r}$ and $\mathbf{Q}_{x t x_{s}}^{m}$ are given in Appendix A.3.
The introduction of the finite element approximation Eq. (15) in the variational Eq. (16) leads to the linear system
$\boldsymbol{\Lambda}_{x t x_{s}}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right) \mathbf{q}^{z}=\boldsymbol{\mathcal { R }}_{x t x_{s}}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}, \theta^{m}\right)$
where $\mathbf{q}^{z}$ is the vector of the nodal temperatures associated with the finite element mesh in $\mathcal{B}_{z}$. As in the previous section, $\boldsymbol{\Lambda}_{x t x_{s}}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right)$ and the equilibrium residual $\mathcal{R}_{x t x_{s}}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}, \theta^{m}\right)$ are obtained by summing the following elementary matrices and vectors:

$$
\begin{equation*}
\Lambda_{x t x_{s}}^{e}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right)=\int_{z_{e}} \mathbf{B}_{z}^{T} \lambda_{x t x_{s}}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right) \mathbf{B}_{z} d z \tag{18}
\end{equation*}
$$

and

$$
\begin{align*}
\boldsymbol{\mathcal { R }}_{x t x_{s}}^{e}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}, \theta^{m}\right)= & \int_{z_{e}} \mathbf{B}_{z}^{T}\left[\mathbf{Q}_{x t x_{s}}^{r}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right)\right. \\
& \left.+\mathbf{Q}_{x t x_{s}}^{m}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}, \theta^{m}\right)\right] d z \tag{19}
\end{align*}
$$

### 3.5. Ordinary differential equation to be solved on $\left[0, t_{\max }\right]$

Again, the functions $T_{z}^{(k)}, T_{x}^{(k-1)}, T_{x_{s}}^{(k-1)}$ which are assumed to be known, will be denoted $\tilde{T}_{z}, \tilde{T}_{x}, \tilde{T}_{x_{s}}$, respectively and the function $T_{t}^{(k)}$ to be computed will be denoted $T_{t}$.

From Eq. (13), the following ODE can be deduced to compute $T_{t}$ :

$$
\begin{align*}
A\left(\tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{x_{s}}\right) \frac{\partial T_{t}}{\partial t}+B\left(\tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{x_{s}}\right) T_{t}(t) & =C^{r}\left(t, \tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{x_{s}}\right) \\
& -C^{m}\left(t, \tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{x_{s}}, \theta^{m}\right) \tag{20}
\end{align*}
$$

This equation can be solved using a fourth-order Runge-Kutta method. $A, B, C$ given in Appendix A.1.

### 3.6. Finite element problem to be solved on $\mathcal{B}_{x}$

For the sake of simplicity, the functions $T_{z}^{(k)}, T_{t}^{(k)}, T_{x_{s}}^{(k-1)}$ which are assumed to be known, will be denoted $\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}$, respectively and the function $T_{x}^{(k)}$ to be computed will be denoted $T_{x}$.

The variational problem defined on $\mathcal{B}_{x}$ from Eq. (11) can be written under the following form:

$$
\begin{align*}
\int_{\mathcal{B}_{x}} \delta \mathcal{E}_{x}^{T} \lambda_{z t x_{s}}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right) \mathcal{E}_{x} d x= & \int_{\mathcal{B}_{x}} \delta \mathcal{E}_{x}^{T}\left[\mathbf{Q}_{z t x_{s}}^{r}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right)\right. \\
& \left.+\mathbf{Q}_{z t x_{s}}^{m}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}, \theta^{m}\right)\right] d x \tag{21}
\end{align*}
$$

where $\lambda_{z t x_{s}}, \mathbf{Q}_{z t x_{s}}^{r}$ and $\mathbf{Q}_{z t x_{s}}^{m}$ are given in Appendix A.2.
The introduction of the finite element approximation Eq. (15) in the variational Eq. (21) leads to the linear system

$$
\begin{equation*}
\boldsymbol{\Lambda}_{z t x_{s}}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right) \mathbf{q}^{x}=\boldsymbol{\mathcal { R }}_{z t x_{s}}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}, \theta^{m}\right) \tag{22}
\end{equation*}
$$

where $\mathbf{q}^{x}$ is the vector of the nodal temperatures associated with the finite element mesh in $\mathcal{B}_{x}, \boldsymbol{\Lambda}_{z t x_{s}}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right)$ the matrix obtained by summing the elements' conductivity and capacity matrices involved in $\Lambda_{z t x_{s}}^{e}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right) . \mathcal{R}_{z t x_{s}}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}, \theta^{m}\right)$ is the equilibrium residual obtained by summing the elements' residual load vectors $\mathcal{R}_{z t x_{s}}^{e}\left(\tilde{T}_{z}, \tilde{T}_{t}\right.$, $\left.\tilde{T}_{x_{s}}, \theta^{m}\right)$
$\Lambda_{z t x_{s}}^{e}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right)=\int_{L_{e}} \mathbf{B}_{x}^{T} \lambda_{z t x_{s}}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right) \mathbf{B}_{x} d x$
and

$$
\begin{align*}
\mathcal{R}_{z t x_{s}}^{e}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}, \theta^{m}\right)= & \int_{L_{e}} \mathbf{B}_{x}^{T}\left[\mathbf{Q}_{z t x_{s}}^{r}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right)\right. \\
& \left.+\mathbf{Q}_{z t x_{s}}^{m}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}, \theta^{m}\right)\right] d x \tag{24}
\end{align*}
$$

### 3.7. Explicit solution on $\mathcal{B}_{x_{s}}$

For this problem, the functions $T_{x}^{(k)}, T_{z}^{(k)}, T_{t}^{(k)}$ are assumed to be known and are denoted $\tilde{T}_{x}, \tilde{T}_{z}$ and $\tilde{T}_{t}$ respectively. The function $T_{x_{s}}^{(k)}$ to be computed will be denoted $T_{x_{s}}$. The problem Eq. (14) can be
written such that the unknown function $T_{x_{s}}$ could be computed in a straightforward manner as:
$T_{x_{s}}\left(x_{s}\right)=\frac{F_{s}\left(\tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{t}\right) \tilde{T}_{x}\left(x_{s}\right)-\sum_{i=1}^{m} F_{m}^{i}\left(\tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{t}, \theta^{m}\right) T_{x_{s}}^{i}\left(x_{s}\right)}{G_{s}\left(\tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{t}\right)}$
where

$$
\begin{align*}
G_{s}\left(\tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{t}\right)= & \int_{\mathcal{B}_{z}} \rho c_{p} \tilde{T}_{z}^{2} d z \int_{0}^{t_{\max }} \frac{\partial \tilde{T}_{t}}{d t} \tilde{T}_{t} d t \int_{\mathcal{B}_{x}} \tilde{T}_{x}^{2} d x \\
& +\int_{0}^{t_{\max }} \tilde{T}_{t}^{2} d t \int_{\mathcal{B}_{x}} \mathcal{E}_{x}\left(\tilde{T}_{x}\right)^{T} \\
& {\left[\int_{\mathcal{B}_{z}} \Sigma_{\mathbf{z}}\left(\tilde{T}_{z}\right)^{T} \lambda \Sigma_{\mathbf{z}}\left(\tilde{T}_{z}\right) d z\right] \mathcal{E}_{x}\left(\tilde{T}_{x}\right) d x } \\
F_{s}\left(\tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{t}\right)= & \int_{0}^{t_{\max }} r_{d}(t) \tilde{T}_{t} d t \int_{\mathcal{B}_{B^{\text {source }}}} \tilde{T}_{z} d z  \tag{26}\\
F_{m}^{i}\left(\tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{t}, \theta^{m}\right)= & \int_{\mathcal{B}_{z}} \rho c_{p} \tilde{T}_{z} T_{z}^{i} d z \int_{0}^{t_{\max }} \tilde{T}_{t} \frac{\partial T_{t}^{i}}{d t} d t \int_{\mathcal{B}_{x}} \tilde{T}_{x} T_{x}^{i} d x \\
& +\int_{0}^{t_{\max }} \tilde{T}_{t} T_{t}^{i} d t \int_{\mathcal{B}_{x}} \mathcal{E}_{x}\left(\tilde{T}_{x}\right)^{T} \\
& \int_{\mathcal{B}_{z}} \Sigma_{\mathbf{z}}\left(\tilde{T}_{z}\right)^{T} \lambda \Sigma_{\mathbf{z}}\left(T_{z}^{i}\right) d z \mathcal{E}_{x}\left(T_{x}^{i}\right) d x
\end{align*}
$$

## 4. Multi-resolution strategy

The aim of this section consists in describing different strategies to take into account the modification of parameters associated to the heat source or the geometry of the composite beam (number of layers, location of the heat source and time dependency of the loading). The main issue is to decrease the computational cost of numerous calculations for different configurations. For instance, it will be possible to change the location in the thickness direction and the temporal evolution of the heat source and the number of layers of the beam. For this purpose, a multi-resolution algorithm is given, using the advantages of the present variable separation method. The approach described here can be considered as an extension of the so-called preliminary stage introduced in $[31,32]$ to improve the convergence rate of the LATIN method. Once some couples (at least 2) are built, the process consists in updating: (i) only the 1D time functions $T_{t}^{i}$; (ii) both all the 1D zfunctions $T_{z}^{j}$ then the 1D time functions $T_{t}^{i}$. The other basis functions are assumed to be known. Thus, assuming that $N_{1}$ couples are built, these problems to be solved can be written as

$$
\begin{align*}
& a\left(\sum_{i=1}^{N_{1}} T_{x}^{i} \cdot T_{z}^{i} \cdot T_{t}^{i} \cdot T_{x_{s}}^{i}, \sum_{i=1}^{N_{1}} T_{x}^{i} \cdot T_{z}^{i} \cdot T_{x_{s}}^{i} \cdot \delta T_{t}^{i}\right)=b\left(\sum_{i=1}^{N_{1}} T_{x}^{i} \cdot T_{z}^{i} \cdot T_{x_{s}}^{i} \cdot \delta T_{t}^{i}\right) \quad \forall \delta T_{t}^{i}  \tag{27}\\
& a\left(\sum_{i=1}^{N_{1}} T_{x}^{i} \cdot T_{z}^{i} \cdot T_{t}^{i} \cdot T_{x_{s}}^{i}, \sum_{i=1}^{N_{1}} T_{x}^{i} \cdot T_{t}^{i} \cdot T_{x_{s}}^{i} \cdot \delta T_{z}^{i}\right)=b\left(\sum_{i=1}^{N_{1}} T_{x}^{i} \cdot T_{t}^{i} \cdot T_{x_{s}}^{i} \cdot \delta T_{z}^{i}\right) \quad \forall \delta T_{z}^{i} \tag{28}
\end{align*}
$$

The associated multi-resolution algorithms are given in Algorithm 2 and 3. The first step consists in building $N_{1} 4$-uplets for an initial set of parameters. Then, only $T_{z}^{p}$ or $T_{t}^{p}$ are updated, and the other functions are reused in the following calculations involving new sets of parameters. The associated problem is 1D. If the residual error remains high, only few new couples could be computed to achieve the convergence in the so-called enrichment stage.

## 5. Numerical results

In this section, the following FE discretization is chosen: (i) a classical 3 -node quadratic FE for the thermal unknowns depending on the $x$-axis coordinate and the $x_{s}$ location, (ii) a fourth-order layer-wise description for the transverse direction.

Unsteady diffusion tests are presented evaluating the efficiency and the properties of the algorithm and also validating our approach. To

```
Algorithm 2 Multi-resolution
    First computation for a fixed initial set of parameters following
    Algorithm 1.
            \(N_{1}\) 4-uplets \(\left(T_{x}^{p}, T_{z}^{p}, T_{t}^{p}, T_{x_{s}}^{p}\right)\) are built.
```

    Computation for a new set of parameters
            update \(T_{t}^{p}, p=1, \ldots, N_{1}\) from Eq. (27)
    Check for convergence
    enrichment stage if needed (build new functions)
    ```
Algorithm 3 Multi-resolution
    First computation for a fixed initial set of parameters following
    Algorithm 1.
            \(N_{1}\) 4-uplets ( \(T_{x}^{p}, T_{z}^{p}, T_{t}^{p}, T_{x_{s}}^{p}\) ) are built.
    Computation for a new set of parameters
        update \(T_{z}^{p}, p=1, \ldots, N_{1}\) from Eq. (28)
        update \(T_{t}^{p}, p=1, \ldots, N_{1}\) from Eq. (27)
    Check for convergence
    enrichment stage if needed (build new functions)
```

this purpose, a laminated composite beam is addressed. A preliminary test is first considered to illustrate the computation of the temperature with the variable separation. The explicit solution with respect to the location of the heat source allows us to build the temperature field for any size using the superposition principle (see Appendix B). The number of layers, the location of the heat source and the time dependency of the loading can change. The approach is assessed by comparing with 2D FEM solutions using a commercial code. A multiresolution approach is performed to take into account the modification of such parameters.

The main characteristics of the test cases are summarized as follows:
geometry: composite beam made of several layers with $L=1 \mathrm{~m}$. All layers have the same thickness. $S=\frac{L}{h}=4$.
boundary conditions: Temperature is imposed on two edges $(\theta=0$ at $z=-h / 2, \theta=0$ at $x=0$ ) or on all edges. Different heat sources on $I_{1}=[0.3,0.4], I_{2}=[0.35,0.4], I_{3}=[0.38,0.4]$ with a stepped or a ramped variation are considered (see Fig. 3). We have $\phi_{0}=6000 \mathrm{~W} \mathrm{~m}^{-2}$.

$$
\begin{aligned}
& \lambda_{1}^{1}=\lambda_{11}^{3}=5 \mathrm{~W} \mathrm{~m}^{-1} \mathrm{~K}^{-1} ; \\
& \lambda_{3}^{1}=\lambda_{3}^{3}=0.5 \mathrm{~W} \mathrm{~m}^{-1} \mathrm{~K}^{-1} \\
& \lambda_{1}^{2}=0.5 \mathrm{~W} \mathrm{~m}^{-1} \mathrm{~K}^{-1} ; \lambda_{3}^{2}=5 \mathrm{~W} \mathrm{~m}^{-1} \mathrm{~K}^{-1} \\
& \rho=10 \mathrm{~kg} \mathrm{~m}^{-3} ; c_{p}=1 \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}
\end{aligned}
$$

mesh: A 1D mesh for the x -functions with $N_{x}=200$ elements
time problem : time domain $\left[0, t_{\max }\right]$ with $t_{\max }=0.4 \mathrm{~s}$; The number of time steps : $N_{t}=350$
numerical layers: $N_{z}$ is the total number of numerical layers. We have $N_{z}=N C$ (number of layers).
reference values: results are computed using the Ansys software. In the subsequent numerical results, the distribution of the temperature/heat flux along the thickness or the beam axis is such that the results path goes through the center of the heat source.


Fig. 3. Heat source intensity versus time.


Fig. 4. Error rate with respect to the number of 4-uplets - NC $=3$ layers $-I_{3}=[0.38,0.4]$ - heat source in layer $2 / 3$.

It is denoted $\bar{x}_{s}$ and $\bar{z}_{s}^{(i)}$ in the $i$ th layer. Two error indicators are used:

$$
\begin{equation*}
\text { Error }_{x z}=100 \sqrt{\frac{\int_{\mathcal{B}_{x}} \int_{\mathcal{B}_{z}}\left(T\left(x, z, t_{\max }\right)-T^{r e f}\left(x, z, t_{\max }\right)\right)^{2} d \mathcal{B}_{z} d \mathcal{B}_{x}}{\int_{\mathcal{B}_{x}} \int_{\mathcal{B}_{z}} T^{r e f}\left(x, z, t_{\max }\right)^{2} d \mathcal{B}_{z} d \mathcal{B}_{x}}} \tag{29}
\end{equation*}
$$

$$
\begin{equation*}
\text { Error }_{t}=100 \sqrt{\frac{\int_{\mathcal{B}_{x}} \int_{0}^{t_{\max }}\left(T(x, \bar{z}, t)-T^{r e f}(x, \bar{z}, t)\right)^{2} d t d \mathcal{B}_{x}}{\int_{\mathcal{B}_{x}} \int_{0}^{t_{\max }} T^{r e f}(x, \bar{z}, t)^{2} d t d \mathcal{B}_{x}}} \tag{30}
\end{equation*}
$$

for a given value of $z=\bar{z}$

### 5.1. Preliminary test case

A first test case is carried out to assess the accuracy and the behavior of the method. A three-layer composite beam is submitted to a heat source in the layer 2 or 3 . A ramped loading is considered as shown in

Fig. 3(b). A nil temperature is imposed on two edges. Different sizes of heat source (in the axial direction) are addressed, but only the most severe case ( $I_{3}$ ) is presented below.

Firstly, a convergence study is carried out. Once the 4 -uplets are built for a heat source in the layer 2 or 3 at any locations, the distribution of the temperature over the whole structure and for the whole time domain can be deduced for a given size of the heat source. A small domain $I_{3}$ is taken for the presented results. For the two types of error indicators (Eq. (29) and Eq. (30)), the convergence of the PGD method is rather monotonous (see Fig. 4).

In the following, 60 functions are built to compute the solution.
The distributions of temperature along the $x$-axis and the thickness are given in Fig. 5 and Fig. 6, respectively. It can be inferred from these figures that the accuracy of the results is very good despite the localized loading. The steep temperature gradient is well-captured (heat source in the middle layer, Fig. 5(a)). For further assessment, the distribution of the heat flux along the thickness is shown in Fig. 7. The results are very satisfactory. The use of a higher-order expansion through the thickness is justified as the variation of the heat flux along the $z$-axis is not linear. It can be also noticed that the distributions are rather different depending on the position of the heat source. The distribution of the temperature over the whole beam given in Fig. 9 and Fig. 10 allows also us to illustrate that. Finally, the variation of the temperature versus time is plotted in Fig. 8. It shows the capability of the present method to perform unsteady diffusion analysis.


Fig. 5. Distribution of temperature along the beam length $-t=t_{\max }-\mathrm{NC}=3$ layers $-I_{3}=[0.38,0.4]$ - heat source in layer $2 / 3$.


Fig. 6. Distribution of temperature along the thickness at $\bar{x}_{s}-t=t_{\max }-\mathrm{NC}=3$ layers $-I_{3}=[0.38,0.4]$ - heat source in layer $2 / 3$.


Fig. 7. Distribution of heat flux along the thickness at $\bar{x}_{s}-t=t_{\max }-\mathrm{NC}=3$ layers $-I_{3}=[0.38,0.4]$ - heat source in layer $2 / 3$.

### 5.2. Multi-resolution approach

In this section, we take advantages of both the explicit expression of the temperature with respect to the heat source location and also the variables separation to deduce an approach well-suited to perform numerous computations involving different configurations. Hereafter, different parameters can be changed :

- Modification of the temporal variation of the heat source (value of $t_{r}$ )
- Modification of the position of the heat source (through the thickness)
- Modification of the number of layers
- Simultaneous modifications of the number of layers/heat source location/time dependence of the heat source

First, an initial computation is carried out to build the functions ( $T_{x}^{i}, T_{z}^{i}, T_{x s}^{i}, T_{t}^{i}$ ) associated to a given configuration. It is described in each test case. For the present study, 60 functions are built. Then, these functions are used in the subsequent computations with a new set of parameters as described below. Thus, the new computations have a low computational cost as it is reduced to update only 1D functions, as $T_{z}^{i}$ and $T_{t}^{i}$ for our applications. The process is given in Algorithm 2 and 3. The results are illustrated in the following.


Fig. 8. Distribution of temperature with respect to the time - NC $=3$ layers - $I_{3}=[0.38,0.4]$ - heat source in layer $2 / 3$.


Fig. 9. Distribution of temperature over the beam at $t=t_{\max }-\mathrm{NC}=3$ layers $-I_{3}=[0.38,0.4]$ - heat source in layer 2 .


Fig. 10. Distribution of temperature over the beam at $t=t_{\max }-N C=3$ layers $-I_{3}=[0.38,0.4]$ - heat source in layer 3 .

### 5.2.1. Modification of $t_{r}$

In this example, the initial basis is built for $t_{r}=0.1 \mathrm{~s}$ and a nil temperature is imposed on all edges. The heat source is localized in layer 3. Due to the type of modification, only the time functions $T_{t}$ are updated for the new value of $t_{r}=0.15 \mathrm{~s}$. The distribution of temperature with respect to the time and along the thickness, and the transverse heat flux through the thickness are shown on Fig. 11. The agreement with the reference solution is very good.

### 5.2.2. Modification of the heat source location

The same test case as in Section 5.2.1 is considered. The initial basis involves a heat source in layer 2. Then, a new analysis is carried out with a heat source in layer 3. First, the $T_{z}^{i}$ functions are updated. From Fig. 12 and Fig. 13, it can be noticed that it is insufficient to obtain accurate results (dotted line). The value of the error indicator Error $x_{x z}$ is about $28 \%$. Then, it is also needed to update the $T_{t}^{i}$ functions to deduce distribution of temperature and transverse heat flux in a very


Fig. 11. Multi-resolution (only $T_{t}$ updated) - ramped $t_{r}=0.15 \mathrm{~s}-3$ layers $-I_{3}=[0.38,0.4]$ - heat source in layer 3 .


Fig. 12. Multi-resolution $\left(T_{z}\right.$, then $T_{t}$ updated) - initial heat source in layer $2-3$ layers - $I_{3}=[0.38,0.4]$ - heat source in layer 3 - ramped.


Fig. 13. Multi-resolution ( $T_{z}$, then $T_{t}$ updated) - initial heat source in layer 2-3 layers - $I_{3}=[0.38,0.4]$ - heat source in layer 3 - ramped.
good agreement with the reference solution (full line). The error rate decreases to about 4\%.

### 5.2.3. Modification of the number of layers

In this section, a modification of the number of layers is considered. Thus, the localization and the height of the heat source change. The initial basis is related to a three-layer beam with a heat source in layer 2. A nil temperature is prescribed on two edges. The new computation involves 6 layers with a heat source in layer 4. This new configuration does not induce any difficulties as only the z-problem and the integration over the thickness are involved owing to the variables separation. As previously, the z-functions are naturally updated, but a significant error rate remains (about 37\%). Thus, the time functions are also updated. From Fig. 14 and Fig. 15, we can see that the throughthickness and axial distribution of the temperature is very close to the Ansys reference solution. The variation of the temperature with respect to time is also very accurate. Despite the significant difference on the distributions on thermal quantities between the initial configuration
and the current one, the present method allows us to obtain very satisfactory results.

### 5.2.4. Modification of the number of layers/heat source location/time dependence of the heat source

To illustrate the wide range of validity of the multi-resolution approach, both geometry and heat source characteristics are changed. The initial configuration is described as : (i) geometry : 3 layers, (ii) heat source : located in layer 2 with a stepped time variation as in Fig. 3(a). The new configuration involves : (i) geometry : 6 layers, (ii) heat source : located in layer 4 with a ramped time variation as in Fig. 3(b), with $t_{r}=0.1 \mathrm{~s}$.

The temperature is imposed on two edges.
The strategy consists in updating both the z-functions, then the time functions. First of all, the first nine z-functions and time functions are shown in Fig. 17 and Fig. 16, respectively, for the initial configuration and the new one. We clearly see the influence of the new characteristics of the test case. The location and the size of the heat source has an important influence on the $T_{z}^{i}$ functions as it can be expected. A high variation occurs through the layer where the heat source is applied. Then, Fig. 18 and Fig. 19 show the accuracy of the strategy. Again, we notice that the computation of the $z$-functions and time functions is sufficient. Moreover, only two 1D problems have to be solved for a new configuration. Thus, the efficiency of the method is very good.

Remark. For the test cases involved in the present section, the updating of the two functions $T_{z}$ and $T_{t}$ is sufficient to achieve an accurate solution. If needed, few new 4-uplets can be easily computed to improve the temperature field.

### 5.3. Comments about computational cost

The computational complexity of the present multi-resolution method is evaluated. It is compared with a classical approach in which a whole Layer-Wise computation is carried out for each new set of parameters. By assuming a direct band solver to solve these two types of methods, the estimation gives:

- Classical LayerWise Approach: $\sim \frac{9}{2}\left(N_{z} \cdot D_{z}\right)^{3} \cdot N D_{x} \cdot N_{t}$

 - ramped. $I_{1}=[0.3,0.4]$ - ramped. $\sim \frac{1}{2}\left(N_{z} \cdot D_{z}\right)^{3} N_{4 u p}^{3}$


Fig. 15. Multi-resolution ( $T_{z}$, then $T_{t}$ updated) - initial configuration: 3 layers with a heat source in layer 2 - final configuration: 6 layers with a heat source in layer 4 -

- PGD approach computation time for the $T_{t}$ problem: $\sim \frac{1}{2} N_{4 u p}^{3} N_{t}$
- PGD approach computation time for the $T_{z}$ problem:
where $D_{z}$ is the order of expansion of the unknowns with respect to $\mathrm{z}, N_{z}$ the number of numerical layers, $N D_{x}$ the number of nodes in the x direction, $N_{t}$ the number of time steps and $N_{4 u p}$ is the number of 4-uplets built in the PGD process. A high number of sets of parameters is considered, thus, the initial computation cost of the first basis is neglected. This estimation is suitable when the number of nodes $N D_{x}$

and $N_{z}$ are high. So, the most important gain of the PGD approach will be made when $9 N D_{x} \cdot N_{t} \gg N_{4 u p}^{3}$ and $9 D_{z}^{3} \cdot N_{z}^{3} \cdot N D_{x} \gg N_{4 u p}^{3}$. The most important gain of the multiresolution approach will be made when the time and spatial discretization will be refined.


## 6. Conclusion

In the present study, a multi-resolution strategy based on a variable separation is performed to model laminated composite beams for unsteady diffusion problems. On the one hand, an explicit solution with respect to the heat source location is built. The solution for any size and location of the heat source can be easily computed with a low computational cost. On the other hand, the basis built for a given configuration can be reused to analyze new test cases. The computations involve only one or two 1D problems to be solved. It allows us to extend the application fields of the method (any temporal evolution of the heat source, location in the thickness of the structure, other composite laminates). The method is assessed by comparing with reference solutions, and the results are very satisfactory. Finally, this strategy avoids to perform numerous analyses for a fixed set of parameters in an iterative process framework (identification, inverse problems, reliability ...).
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 time variation - $I_{2}=[0.38,0.4]$.


Fig. 17. Multi-resolution $\left(T_{z}\right.$, then $T_{t}$ updated) - initial configuration: 3 layers, constant heat source in layer 2 - final configuration: 6 layers, heat source in layer 4 with stepped time variation - $I_{2}=[0.38,0.4]$.

 time variation - $I_{2}=[0.38,0.4]$.


Fig. 19. Multi-resolution ( $T_{z}$, then $T_{t}$ updated) - initial configuration: 3 layers, constant heat source in layer 2 - final configuration: 6 layers, heat source in layer 4 with stepped time variation - $I_{2}=[0.38,0.4]$.

Appendix A. Matrices related to the discretized problems
A.1. Ordinary differential equation to be solved on $\left[0, t_{\max }\right]$
$A\left(\tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{x_{s}}\right)=\int_{\mathcal{B}_{x_{s}}} \tilde{T}_{x_{s}}^{2} d x_{s} \int_{\mathcal{B}_{z}} \rho c_{p} \tilde{T}_{z}^{2} d z \int_{\mathcal{B}_{x}} \tilde{T}_{x}^{2} d x$

$$
\begin{align*}
B\left(\tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{x_{s}}\right)= & \int_{\mathcal{B}_{x_{s}}} \tilde{T}_{x_{s}}^{2} d x_{s} \int_{\mathcal{B}_{x}} \mathcal{E}_{x}\left(\tilde{T}_{x}\right)^{T} \\
& \times\left[\int_{\mathcal{B}_{z}} \Sigma_{\mathbf{z}}\left(\tilde{T}_{z}\right)^{T} \lambda \Sigma_{\mathbf{z}}\left(\tilde{T}_{z}\right) d z\right] \mathcal{E}_{x}\left(\tilde{T}_{x}\right) d x  \tag{A.2}\\
C^{r}\left(t, \tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{x_{s}}\right)= & r_{d}(t) \int_{\mathcal{B}_{z}^{\text {source }}} \tilde{T}_{z} d z \int_{\mathcal{B}_{x}} \tilde{T}_{x_{s}} \tilde{T}_{x} d x \\
C^{m}\left(t, \tilde{T}_{x}, \tilde{T}_{z}, \tilde{T}_{x_{s}}, \theta^{m}\right)= & \sum_{i=1}^{m} \int_{\mathcal{B}_{x_{s}}} \tilde{T}_{x_{s}} T_{x_{s}}^{i} d x_{s} \int_{\mathcal{B}_{z}} \rho c_{p} \tilde{T}_{z} T_{z}^{i} d z \\
& \int_{\mathcal{B}_{x}} \tilde{T}_{x} T_{x}^{i} d x \frac{\partial T_{t}^{i}}{\partial t} \\
& \sum_{i=1}^{m} \int_{\mathcal{B}_{x_{s}}} \tilde{T}_{x_{s}} T_{x_{s}}^{i} d x_{s} \int_{\mathcal{B}_{x}} \mathcal{E}_{x}\left(\tilde{T}_{x}\right)^{T} \\
& {\left[\int_{\mathcal{B}_{z}} \Sigma_{\mathbf{z}}\left(\tilde{T}_{z}\right)^{T} \lambda \Sigma_{\mathbf{z}}\left(T_{z}^{i}\right) d z\right] \mathcal{E}_{x}\left(T_{x}^{i}\right) d x T_{t}^{i}(t) } \tag{A.3}
\end{align*}
$$

## A.2. FE problem to be solved on $\mathcal{B}_{x}$

The matrices involved in Eq. (21) are given as:

$$
\begin{align*}
\lambda_{z t x_{s}}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right)= & \int_{0}^{t_{\max }} \tilde{T}_{t}^{2} d t \int_{\mathcal{B}_{x_{s}}} \tilde{T}_{x_{s}}^{2} d x_{s} \int_{\mathcal{B}_{z}} \Sigma_{\mathbf{z}}\left(\tilde{T}_{z}\right)^{T} \lambda \Sigma_{\mathbf{z}}\left(\tilde{T}_{z}\right) d z \\
& +\int_{0}^{t_{\max }} \tilde{T}_{t} \frac{\partial \tilde{T}_{t}}{\partial t} d t \int_{\mathcal{B}_{x_{s}}} \tilde{T}_{x_{s}}^{2} d x_{s} \int_{\mathcal{B}_{z}} \rho c_{p} \tilde{T}_{z}^{2} d z \\
& {\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] } \tag{A.4}
\end{align*}
$$

ния mat

$$
\begin{align*}
& \mathbf{Q}_{z t x_{s}}^{r}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right)=\int_{\mathcal{B}_{z}^{\text {surce }}} \tilde{T}_{z} d z \int_{0}^{t_{\max }} r_{d}(t) \tilde{T}_{t} d t\left[\begin{array}{c}
0 \\
\tilde{T}_{x_{s}}
\end{array}\right]  \tag{A.5}\\
& \mathbf{Q}_{z t x_{s}}^{m}\left(\tilde{T}_{z}, \tilde{T}_{t}, \tilde{T}_{x_{s}}, \theta^{m}\right)=\int_{0}^{t_{\max }} \int_{\mathcal{B}_{z}} \int_{\mathcal{B}_{x_{s}}} \operatorname{grad}(\delta \theta)^{T} \lambda \operatorname{grad}\left(\theta^{m}\right) \\
&  \tag{A.6}\\
& +\delta \theta \rho c_{p} \frac{\partial \theta^{m}}{\partial t} d \mathcal{B}_{x_{s}} d \mathcal{B}_{z} d t
\end{align*}
$$

## A.3. FE problem to be solved on $\mathcal{B}_{z}$

The matrices involved in Eq. (16) are given as:

$$
\begin{align*}
& \lambda_{x t x_{s}}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right)= \int_{0}^{t_{\max }} \tilde{T}_{t}^{2} d t \\
& \int_{\mathcal{B}_{x_{s}}} \tilde{T}_{x_{s}}^{2} d x_{s} \int_{\mathcal{B}_{z}} \Sigma_{\mathbf{x}}\left(\tilde{T}_{x}\right)^{T} \lambda \Sigma_{\mathbf{x}}\left(\tilde{T}_{x}\right) d x  \tag{A.7}\\
&+\int_{0}^{t_{\max }} \tilde{T}_{t} \frac{\partial \tilde{T}_{t}}{\partial t} d t \int_{\mathcal{B}_{x_{s}}} \tilde{T}_{x_{s}}^{2} d x_{s} \int_{\mathcal{B}_{x}} \tilde{T}_{x}^{2} d x \\
& {\left[\begin{array}{cc}
\rho c_{p} & 0 \\
0 & 0
\end{array}\right] }  \tag{A.8}\\
& \mathbf{Q}_{x t x_{s}}^{r}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}\right)=\int_{\mathcal{B}_{x}} \tilde{T}_{x} \tilde{T}_{x_{s}} d x \int_{0}^{t_{\max }} r_{d}(t) \tilde{T}_{t} d t\left[\begin{array}{l}
1 \\
0
\end{array}\right] \\
& \mathbf{Q}_{x t x_{s}}^{m}\left(\tilde{T}_{x}, \tilde{T}_{t}, \tilde{T}_{x_{s}}, \theta^{m}\right)= \int_{0}^{t_{\max }} \int_{\mathcal{B}_{x}} \int_{\mathcal{B}_{x_{s}}} \operatorname{grad}(\delta \theta)^{T} \lambda \operatorname{grad}\left(\theta^{m}\right) \\
&+\delta \theta \rho c_{p} \frac{\partial \theta^{m}}{\partial t} d \mathcal{B}_{x_{s}} d \mathcal{B}_{x} d t
\end{align*}
$$

## Appendix B. Computation of the temperature with the superposition principle

The field $\theta\left(x, z, t, x_{s}\right)$ being computed, it is possible to deduce easily the temperature for a heat source applied on a domain $I_{k}$ such that
$T(x, z, t)=\int_{I_{k}} \theta\left(x, z, t, x_{s}\right) d x_{s}=\sum_{i=1}^{N} T_{x}^{i}(x) T_{z}^{i}(z) T_{t}^{i}(t) \int_{I_{k}} T_{x_{s}}^{i}\left(x_{s}\right) d x_{s}$
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