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Abstract. Community detection in protein-protein interaction networks
(PPIs) is an active area of research, and many studies have applied Ge-
netic Algorithms (GAs) to this problem. This paper summarizes the
different GA based approaches for community detection in PPIs and
provides a taxonomy of these methods. Detailed comparative studies
are then provided comparing an evolutionary graph-clustering approach
(EGCPI) based on the partitioning paradigm and an evolutionary cluster-
detection approach based on an evolutive and incremental search for
potential communities in the graphs (GA-PPI-Net). The communities
obtained by the two algorithms on Collins PPI network are compared ac-
cording to the average similarity and interaction between genes, and also
according to the recovery rate of known communities in some biological
pathways. Experiments tests verify the effectiveness of the GA-PPI-Net
approach compared with EGCPI approach.

Keywords: Community detection · Biological networks · PPI networks
· Genetic Algorithm · GA-PPI-Net · EGCPI

1 Introduction

Networks can represent many systems such as biology, computer science, linguis-
tics, etc. A network has a set of nodes and a set of edges, it is represented by a
graph. The nodes represent the basic components of the system, and the edges
represent the links between nodes according to a defined relationship [20]. For ex-
ample, a network of interactions between proteins is generally represented as an
interaction graph, where nodes represent proteins and edges represent pairwise
interactions. When a system is modeled by a network, it helps to understand the
system easily and identify hidden information. Lots of studies have done around
networks and how to use them.

Networks have some common features. The most known feature is the exis-
tence of parts, or sub-graphs, more densely connected than others. These parts,
which are a set of nodes and edges, are called communities. So, the community
can be defined as a group of nodes much more strongly connected to each other
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than other nodes [24]. These groups, or communities, are usually thought to
correspond to groups of nodes that play similar roles or have similar functions
within the network.

Communities detection (CD) in networks has become a new field of research
[2, 10, 20, 31]. The goal of CD is to identify these groups in a way that is both
meaningful and useful for understanding the structure and function of the net-
work. Applications of CD include social network analysis, biology, and computer
science, among others. In biological networks, for example, CD has been used
to identify groups of genes that are involved in similar biological processes, or
groups of proteins that interact to form functional complexes. In social networks,
CD has been used to identify groups of individuals with similar interests or social
roles.

The purpose of CD in protein-protein interaction networks (PPIs) is to bet-
ter understand the biological mechanisms and pathways that underlie cellular
processes. By identifying groups of proteins that are more likely to interact with
each other, CD can help to identify functional modules or pathways within the
network, and can provide a starting point for further experimental investiga-
tion. CD can also be used for network-based drug discovery and personalized
medicine. By identifying communities of proteins that are involved in specific
diseases, it may be possible to identify new drug targets or develop personalized
treatments based on an individual’s unique network structure. This work is mul-
tidisciplinary, as it brings the field of biology and computer science in the broad
sense.

The community detection can be handled either by heuristic based meth-
ods or optimization based methods. Heuristic based algorithms use essentially
the edge-betweenness [20]: its value is higher for inter-communities than for
intracommunities. Then, communities are identified by sequentially removing
edges that do not increase the edge-betweenness for inter-communities. The
Optimization based methods maximize an objective function often computed
from structural information in the network, such as the modularity (cf para-
graph 2). However, computing such function for all possible partitions of the
network is a NP-hard problem. In this context, Genetic Algorithms (GAs) have
been considered as suitable approaches to obtain an optimal result [8]. Most of
the proposed algorithms use the greedy or the partitioning paradigms. EGCPI
(Evolutionary Game-based Community detection algorithm for Protein-protein
Interaction networks) [11] is a known method in this category. However, recently,
a new approach has been proposed by the GA-PPI-Net method [4, 5]. It consists
of evolving groups of nodes by optimizing their structural and qualitative scores
in order to obtain some potential communities in the graph. This approach is
known as an incremental approach, since the communities are constructed iter-
atively along the evolution.

In this study, we perform a systematic quantitative and qualitative evalua-
tion of the capability of a clustering evolutionary method (EGCPI) and an in-
cremental evolutionary approach (GA-PPI-Net) for inferring communities from
PPI networks. EGCPI was proposed for detecting communities in PPI networks
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using evolutionary game theory. The method aims to find the optimal partition
of nodes into communities by modeling the interactions between nodes and us-
ing a genetic algorithm to get for the best solution [11]. The GA-PPI-Net is
a Genetic Algorithm that allows to find one or several communities on a PPIs
based on a search strategy. It uses the similarity score as well as the interaction
score between proteins or genes and tries to find the best community by maxi-
mizing the concept of community measure [5]. To compare the two algorithms,
we use the collins dataset3. This dataset concerns the genes of the yeast species
Saccharomyces Cerevisiae (yeast).

Algorithms like EGCPI, identify protein community in PPI networks based
only on network topologies. However, the GA-PPI-Net is not only based on
graphical topology but also on semantic similarity between nodes. To our knowl-
edge, GA-PPI-Net is the only communities’ detection method that uses both
semantic and topological measures. The main contribution of this paper is to
evaluate and to compare two genetics based approaches in order to prove that
GA-PPI-Net approach is suitable for the CD problem. The comparison is based
on Three specific evaluation measures: i) the recovered percentage of each iden-
tified communities in an existing networks by using DAVID Tools [12]; ii) the
semantic similarity measure and iii) the interaction score.

The rest of the paper is organized as follows. The next section presents an
overview of the existing community detection algorithms. Section 3 provides a
description of the two evolutionary approaches used in this study. In section 4,
experimental results on real data set are presented and analyzed. Finally, section
5 reports the conclusion.

2 Background

The task for network community detection is to divide the whole network into
small parts or groups, which are also called communities. In the literature, there
is no uniform definition for community, but in academic domain, a commu-
nity (also called a cluster or a module) is defined as a group of nodes that are
connected densely inside the group but connected sparely with the rest of the
network. Radicchi et al. [24] propose two definitions of community. These defi-
nitions are based on the degree of a node (or valency)4. In the first definition,
a community is a subgraph in a strong sense: each node has more connections
within the community than the rest of the graph. In the second definition, a
community is a subgraph in a weak sense: the sum of all incident edges in a
node is greater than the sum of the out edges.

2.1 Overview of Community Detection Methods

Many community detection methods in networks have been developed over the
years. Each method has advantages and disadvantages (simplicity, efficiency, run

3 https ://thebiogrid.org/
4 The degree of a node is the number of edges incident to the node.
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time etc.). The literature survey of community detection methods in graphs is
divided into two categories: methods based on analytical or computational ap-
proaches and those based on evolutionary approaches [31, 2, 21]. The Analytical
approaches use well defines rules that systematically explore the search space.
Most of them are based on the hierarchical clustering techniques. These methods
group nodes of a graph by minimizing the number of links between the different
groups, so that the nodes of the same group or cluster are as similar as possible,
while the nodes of different communities are as different as possible. As examples
of clustering-based methods using graph modularity and density, we list Markov
Clustering (MCL [30]), Restricted Neighborhood Search Clustering (RNSC [15])
and ClusterOne [19]. These methods have been applied to biological networks
(PPI) to identify protein communities in PPI networks [31]. A recent compar-
ative study of these methods with an evolutionary approach is published in [6]
Other computational techniques have been proposed using different approaches,
such as Random walk [23] or spectral clustering [32].

Evolutionary methods apply a global search algorithms that implicitly sample
the search space and try to zoom on interesting regions based on the quality of the
sampled solutions. Similarly, most of Evolutionary techniques are based on graph
clustering strategy, except for GA-PPI-Net that uses an iterative an incremental
strategy to identify clusters in the graph [5, 11]. As the main objective of this
paper is to evaluate and to compare two GA based approaches, namely GA-
PPI-Net vs EGCPI, the Evolutionary Approaches for community detection are
presented in more details in next section.

A complete review of community detection methods in complex networks
could be found in [2].
Most of clustering methods, either computational or evolutionary, are based
on the modularity metric (Q). Modularity is a metric to measure the quality
of partitioning a graph into communities. It is mainly used in social network
analysis. It is introduced by M. E. J. Newman [20] and is defined in eq 1. It is
described as the proportion of edges incident on a given class minus the value
that this same proportion would have been if the edges were randomly arranged
between the nodes of the graph.

Q =
1

2m

∑
i,j

[
Aij −

kikj
2m

]
δ(Ci, Cj) (1)

Where:

– m is the total number of edges in the network
– Aij is the ijth element of the adjacency matrix of the network (it indicates

whether the pair of nodes i and j are adjacent or not in the graph).
– ki and kj are the degrees of nodes i and j, respectively
– Ci and Cj are the communities to which nodes i and j belong
– δ(Ci, Cj) is the Kronecker delta function, which is 1 if Ci = Cj and 0 other-

wise

The modularity has been used as an optimization function for several com-
munity detection tasks in graphs [[20], [28],[17]]. The goal is to find, among all
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possible partitions, the one with the best modularity. Another quality function
has also been used in [22]. It consists in the determination of a global measure
of the quality of a division within communities called community score.

2.2 Evolutionary Approaches for Community Detection

The Evolutionary Algorithm’s (EA) ability to solve various problems has brought
considerable popularity for them in solving optimization problems. These meth-
ods start from random individuals, and through keeping and combining the
fittest and eliminating the weak solutions, narrow the search space to desired
solutions [8]. This seemingly simple logic has shown to be able to find remark-
able results for complicated problems. In recent years, several EA-based meth-
ods have been proposed to solve CD problems. A majority of evolutionary-based
community detection methods are based on Genetic Algorithms (GA). GAs can
be applied to community detection in networks by treating the problem as an
optimization problem, where the objective is to find a partition of the network’s
nodes into communities that maximize a quality function. The quality function is
typically chosen such as nodes within a community should be densely connected
to each other, while nodes in different communities should be sparsely connected.
A synthetic taxonomy of the different category of evolutionary methods is given
in the following figure 1.

Fig. 1. Synthetic taxonomy of the different community detection methods.

The basic idea is to define a representation for each potential partition of the
network and to evolve new candidate solutions by two mechanisms:

– the production of new solutions by the genetic operators (crossover and
mutation)

– the selection of new solutions that replace earlier solutions in order to im-
prove the overall quality of the population and preserve its diversity.
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The fitness of each candidate solution is evaluated based on the quality func-
tion, and the fittest solutions are selected for further evolution. The modularity is
the commonly used objective function in GA-based approaches. However, other
quality functions have been used with GAs such as the conductance that mea-
sures the degree to which a community is internally connected and externally
disconnected, or the edge betweenness that measures the importance of an edge
in the network, based on the number of shortest paths that pass through the
edge. The edge betweenness objective function can be used to identify edges
that act as bottlenecks or bridges between communities, and can be used in
combination with other objective functions such as modularity or conductance.

To design the individuals (solutions) of the population to be evolved, two
main strategies were used by the GAs. In the first one, a graph partitioning
solution is defined by the whole population. Thus, each individual represents a
part of the graph (a cluster). Any modification of a cluster naturally modifies the
other clusters. We denote this strategy in the taxonomy (fig 1) as the Individual-
Community based representation (ICR). In the second strategy, each individual
is a full clustering solution. So an individual represents the full clustered graph.
We denote this strategy in the taxonomy (fig 1) as the Individual Graph-based
Representation (IGR). This representation is expensive and difficult to scale
to very large graphs. The simplest and least expensive representation that only
evolves potential communities in the graph is proposed by GA-PPI-Net presented
in the next section. Below some methods in the first two categories.

To the best of our knowledge, Bingol et al. made the first attempt to use
EAs to detect the communities of a network [28] [29]. They have implemented an
algorithm where individuals are graph partitions (IGR) designed with arrays of
integer values. Each value indicates which community a particular node belongs
to, and the modularity is the fitness function. Liu et al. introduced, in [17], an
algorithm in which the optimal partition with the best modularity is obtained
through successive bipartitions of the graph. A bipartition given by the GA is
accepted only if it increases the total modularity of the graph. In [22], Pizzuti
proposed a genetic algorithm named GA-Net to discover communities in social
networks. GA-net is one of the famous community detection algorithms based
on evolutionary methods, that doesn’t use modularity as its fitness function.
Two new measures are introduced, the community score and the notion of safe
individual. The first one measures the quality of the partitioning of the network
into communities and define the objective function for the algorithm.

The application of GA to PPI networks clustering started with MCODE-Evo.
This method is an extension of the MCODE algorithm [3] for PPIs Clustering.
Based on ICR, it applies a GA-based search to optimize the density and size of
candidate communities, and then applies a refinement step using a local search
strategy to iteratively remove or add nodes to the communities, while main-
taining or increasing their fitness [16]. Later, Genetic Algorithm for Modularity
Maximization (GAMMA) [7] is introduced. GAMMA is an ICR-based approach
that uses modularity as the objective function for community detection in PPI
networks. The algorithm starts with a random partition of the PPI network
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into communities, and then iteratively applies genetic operators to generate new
partitions with higher modularity.

Other GA-based approaches have been proposed for CD in PPIs this last
decade, but they still using modularity as objective function, such as HGAC (Hi-
erarchical Genetic Algorithm for Community Detection) [13] or PPI-GA (Clus-
tering Genetic Algorithm to Identify Protein Complexes within PPI) [27]. How-
ever, despite the extensive use of modularity, it suffers from scalability problems,
which indicates that modularity can’t detect communities smaller than a spe-
cific scale [9]. Therefore, efforts to propose another measure continue, such with
GA-PPI-Net presented in the following section.

3 GA-PPI-Net vs EGCPI

The main objective of this paper is to compare two Evolutionary approaches
to identify communities in PPI networks belonging to the two different evolu-
tionary categories in the DC taxonomy described in section 2. The first one,
ECGPI [11], is an Evolutionary Graph-Clustering EA using Individual-Graph
based representation (IGR). The second one is GA-PPI-Net [5] that is an Evolu-
tionary Cluster-Detection GA using Individual-Community based representation
(ICR). Both methods are detailed below.

3.1 EGCPI

EGCPI (Evolutionary Game-based Community detection algorithm for Protein-
protein Interaction networks) is a recently proposed method for detecting com-
munities in PPI networks using evolutionary game theory. The method aims to
find the optimal partition of nodes into communities by modeling the interac-
tions between nodes as a non-cooperative game, and using a genetic algorithm
to search for the best solution [11].

EGCPI performs the task of community protein identification in several
steps.

– An Attributed PPI network Graph (APPIG) is constructed based on the
PPI network and the attribute information that can be obtained from the
Gene Ontology database.

– A weighted Attributed PPI Graph (wAPPIG) is then constructed. Given an
APPIG, EGCPI determines a weight to each edge in the graph based on
the degree of topological similarity. It measures the weight of each pair of
interacting proteins according to how much they are connected.

– An evolutionary algorithm is applied to identify dense graph clusters by
maximizing the overall degree of topological similarity in each cluster.

EGCPI evolves an optimal graph clustering arrangement in several steps. To
begin, a number of individuals is first initialized. Each individual in the pop-
ulation is encoded as a vector of integers, where each integer represents the
community to which the corresponding node belongs. A population of random
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solutions is generated. Then, it starts with the definition of a fitness function,
which quantifies the quality of a partition of nodes into communities. The evo-
lutionary game is then played by iteratively applying the following steps:

1. Reproduction: The fittest individuals in the population are selected to re-
produce, and their offspring are generated through crossover and mutation.

2. Fitness evaluation: The fitness of each offspring is evaluated using the fitness
function.

3. Game interaction: Each offspring competes with a randomly chosen indi-
vidual from the previous generation, and the fitter individual is selected to
survive to the next generation.

The algorithm terminates when a stopping criterion is met, such as a maximum
number of generations or a threshold fitness value. The EGCPI method uses two
parameters to control the algorithm’s behavior: population size and mutation
rate.

EGCPI applies an evolutionary graph clustering. The graph partitioning
evolves by optimizing a topological measure called Independence of Cluster
(IoC). Thus, in GA semantic similarity is not taken into account during evo-
lution.

IoCci =

∑
vj ,vk∈Ci

Wjk∑
vj∈Ci

Wjk
(2)

IoCwAPPIG =

S∑
i=1

nvi

nv
IoCci (3)

With:

– ci: the ith cluster,
– wjk: the weight assigned to the interaction ejk between the gene j and the

gene k
– nvi : the total number of nodes in the cluster i.
– nv : the total number of nodes in the graph wAPPIG.
– S : the number of clusters.
– IoCci: represents the total weight of the intra-interactions compared to all

the interactions linking the genes of the ci cluster
– IoCwAPPIG: measures the independence between clusters ci with respect

to the other clusters of the population. The latter allows to decrease the
interdependence between two clusters.

After obtaining a set of clusters from the wAPPIG graph, EGCPI performs
an additional step to identify gene communities. These communities are detected
by calculating the degree of homogeneity between each pair of genes in the ci
cluster.



Title Suppressed Due to Excessive Length 9

3.2 GA-PPI-NET

GA-PPI-Net is an evolutionary algorithm, that aim at identifying communities
of proteins [5]. It allows finding communities having different sizes. It uses the
similarity measures as well as the interaction measure between proteins and tries
to find the best protein community by maximizing the concept of community
measure. Thus, it allows combining two level of information:

1. Semantic level: information contained in biological ontologies such as Gene
Ontology (GO) [1] and information obtained by the use of a similarity mea-
sure such as GO-based similarity of gene sets (GS2) [25]. It assesses the
semantic similarity between proteins or genes.

2. Functional level: information contained in public databases describing the
interactions of proteins or genes, such as Search Tool for Recurring Instances
of Neighboring Gene (STRING) database [18].

GA-PPI-Net uses an Individual-Community based representation (ICR) and
it is based on a specific structure for representing a community. Thus, a solution
S is a community, and its quality is assessed thanks to the community measure.
This one is used as the fitness function. The community measure, denoted F of
a solution, S is computed using equations 4.

F (S) = W1 AV GSim(S) +W2 AV GInteraction(S) (4)

where W1 and W2 are weights ∈ [0, 1]

AV GSim(S) =
∑

i,j ∈ [1,n], i ̸=j SIMGS2(Gi, Gj)/n (5)

Where: i) Gi and Gj are two different genes in the community S; ii) n: the size of
the community S; iii) SIMGS2(Gi, Gj): the similarity value between two genes
(Gi, Gj) in S, it is calculated using the semantic similarity measure GS2 [25];

AV GInteraction(S) =
∑

i,j ∈ [1,n], i ̸=j

InteractionV alue(Gi, Gj)/n (6)

Where: InteractionV alue(Gi, Gj) is the value of an interaction between two
genes (Gi, Gj) in S extracted from STRING Database [18].

This concept provides a solution of communities that are semantically similar
and interacting. Moreover, it is based on a new genetic operation that is a specific
mutation operator. The algorithm outputs the final community by selectively
exploring the search space [5].

4 Comparative study

4.1 Experimental protocol

In this section, we propose a comparative study of the algorithm GA-PPI-Net
with the EGCPI method using the Collins dataset. The latter was downloaded
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from the BioGRID database platform 5. The Collins dataset concerns the genes
of the yeast species Saccharomyces cerevisiae (yeast). It is composed of 1620
genes and 9064 interactions.

The results obtained by EGCPI on Collins dataset are available online at 6.
In order to apply GA-PPI-NET, a preprocessing step on the Collins dataset is
needed in order to determine the semantic similarity using the GS2 method and
the interaction values from the String database.

The experimental protocol used is as follows:

– We execute GA-PPI-Net 20 times using the Collins dataset, and we retain
the best detected community each time.

– To perform a fair comparison, the value of common parameters were con-
sidered the same for all methods. GA-PPI-Net and EGCPI is run using the
same parameters described in [11] namely population size = 100, PC = 0.6
and number of generations = 30.

– We retrieve from the data available online all the clusters obtained by EGCPI.
Then, we filter the identified communities in order to obtain communities
with a size greater than five genes.

– Randomly select 20 communities from online available data of EGCPI having
the same size as the communities detected by GA-PPI-Net.

4.2 Performance measures

We propose to use different metrics to report the comparison results. These
metrics inspect the performance of the EGCPI and the GA-PPI-Net with re-
spect to structural and functional quality as well as biological relevance of the
identified communities. First, we check if the identified communities exist in
real biological pathway databases such as KEGG Reactome, etc. This checking
is achieved by the DAVID tools (Database for Annotation Visualization and
Integrated Discovery), which compares this community with others in differ-
ent databases and gives the percentage of proteins that belong to the existing
communities in those databases. DAVID bioinformatics resources consist of an
integrated biological knowledge-base and analytic tools that aim at systemati-
cally extracting biological meaning from large gene/protein lists. It is the most
popular functional annotation programs used by biologists [26]. It takes as in-
put a list of proteins and exploits the functional annotations available on these
genes in a public database in order to find common functions that are sufficiently
specific to these genes.

Moreover, to evaluate these two approaches, we assessed the functional and
structural quality of the obtained communities by calculating the semantic sim-
ilarity and interaction score for each pair of proteins within predicted communi-
ties. We then compared the distribution of these values across all communities
being studied. The semantic similarity between two proteins was measured by

5 https://thebiogrid.org/
6 https://github.com/he-tiantian/EGCPI.
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their respective Gene Ontology (GO) annotation terms using the GS2 method[5].
GS2 quantifies the similarity of the Gene Ontology annotations among a set of
proteins by averaging the contribution of each all gene’s Gene Ontology terms
and their ancestor terms with respect to the Gene Ontology vocabulary graph
[25]. The semantic similarity of a community was summarized by the average
of the semantic similarity (AVGSim) of the protein pairs in the community, as
defined in (eq 5). To determine the structural quality of an identified community,
we used the string database. For each community, we calculated the average in-
teraction score (AVGInteraction) of the protein pairs within that community, as
defined in (eq 6).

4.3 Results and discussions

In this section, we comprehensively evaluate and compare the performance of the
GA-PPI-Net [5] with the clustering evolutionary method EGCPI on widely used
Collins dataset of real PPI network data. Since these two approaches depend
on EA parameters, we have used the same parameters proposed in the study of
Tiantian [11].

As said before, to inspect the performance of these two approaches with re-
spect to functional and structural quality of the resulting communities, we first,
determined the semantic similarity and the interaction score in each predicted
community (i.e. clusters). The different computed scores are summarized in ta-
ble 1.

The results are summarized with a box plot in figure 2.
The comparison of the results of the two approaches can be made only by

comparing the general quality of the obtained communities by the proposed
measure of performance based on the similarity and the interaction scores. It
should be noted that the similarity is not used by EGCPI but is calculated later
on the obtained clusters to identify the communities. The similarity score’ values
varied between 0.55 and 0.97 for GA-PPI-NET and between 0.55 and 0.92 for
EGCPI. Nevertheless, the GA-PPI-Net exhibited the largest average semantic
similarity with respect to the EGCPI approach, for example where the size of
the identified community is equal to 128, 57 and 30. As for the interaction score,
which is used by both methods, it varies between 0.66 and 0.87 for GA-PPINET
and between 0.48 and 0.82 for EGCPI. This result reflects that GA-PPI-NET
performs slightly better according to this score than the other method. This
superiority is confirmed by figure 2 illustrating the median value for both cases.
Thus, the quality of the communities given by the two methods has a close
competition, with a slight superiority of GA-PPI-NET.

Otherwise, the performance of both GA-PPI-Net and EGCPI approaches
with respect to biological relevance of the obtained communities are evaluated by
checking whether they exist in multi-species biological pathways such as KEGG
[14], Reactome and Ec Number. This assessment is performed using the DAVID
tool [12]. Each new identified community is presented to the DAVID tools, which
compares this community with others in different biological databases and gives
the percentage of proteins that belong to the existing communities in those
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Table 1. Semantic similarity and interaction values of the obtained communities with
GA-PPI-Net and EGCPI

Method community size AVG Similarity AVG Interaction

9 0.88 0.71
30 0.9 0.86
7 0.67 0.61
14 0.73 0.7
8 0.59 0.8
19 0.84 0.81
128 0.97 0.85
57 0.91 0.83
8 0,72 0,66

GA-PPI-Net 10 0,74 0,73
38 0,67 0,7
12 0,55 0,76
7 0,77 0,84
10 0,91 0,8
25 0,91 0,87
22 0,89 0,8
12 0,67 0,78
18 0,84 0,76
30 0,9 0,79
16 0,77 0,83

9 0,78 0,48
31 0,76 0,61
7 0,7 0,6
14 0,55 0,79
8 0,69 0,72
19 0,74 0,71
123 0,92 0,59
53 0,86 0,73
8 0,71 0,74

EGCPI: Step 1 10 0,83 0,7
39 0,85 0,72
11 0,61 0,76
7 0,73 0,82
10 0,81 0,79
25 0,87 0,84
22 0,81 0,76
12 0,65 0,72
19 0,82 0,72
29 0,82 0,8
15 0,79 0,74

10 0,92 0,81
EGCPI: Step 2 17 0,73 0,92
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(a) AVG Similarity (b) AVG Interaction

Fig. 2. Synthesis of AVG Similarity and AVG Interaction measures recorded with
EGCPI and GA-PPI-Net.

biological databases. The table 2 describes the minimum and maximum percent
recovery rate of each approach in different biological databases.

Table 2. Min and Max recovery rate of the obtained communities (Collins dataset).

Methods biologicals databases % Min % Max

Ec Number 2.4% 25.0%
GA-PPI-Net KEGG 12.5% 100%

Reactome 5.3% 100%

Ec Number 2.5% 28.6%
EGCPI (Step 1: clustering) KEGG 5.1% 100%

Reactome 6.9% 100%

Ec Number - -
EGCPI (Step 2 : Community detection) KEGG - 100%

Reactome 30% 100%

The results presented in Table 2 show that the identified communities corre-
spond to some ”parts” of real communities existing in other biological pathway
databases, and in some cases to a complete network (percentage 100%). There-
fore, the two methods were able to efficiently rebuilt communities existing in real
biological pathway databases. GA-PPI-Net approach, as well the EGCPI, achieve
the highest percentage 100% in two pathway databases: KEGG and Reactome.
The worst percentage value is of 2.4% which corresponds to some ”parts” of the
real communities. Nevertheless, GA-PPI-Net exhibited the largest Percentage
Min in the KEGG database. These tests should be supplemented on a larger
scale with other datasets and different communities.

To conclude, the results show the capability of the GA-PPI-Net approach to
effectively deal with community detection in PPI networks. Further extensions
will be proposed to detect networks with larger size and identify new networks
not yet known in the public biological databases.
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5 Conclusion

With the continuous growth of the complexity and size of the available networks
to be explored, the use of evolutionary algorithms as a powerful meta-heuristic
for graph clustering is expanding, and several solutions have been proposed for
community detection. This paper classifies the different community detection
approaches based on GA in a general taxonomy, with a synthetic overview of the
evolutionary methods. It presents in details two evolutionary methods based on
different solution encoding and using different fitness function, EGCPI and GA-
PPI-Net. A comparative study is then performed on the Collins PPI network.
The biological relevance of the obtained communities by the two methods is
similar. The qualities of the detected communities by the two methods, in terms
of the average of the similarities and the average of the interactions between the
genes, are very close, with a slight superiority of the GA-PPI-Net method. The
advantage of the latter lies essentially in the simplicity of the representation
of the solutions (communities) that makes it able to scale up for very large
networks.

Future works aim to extend this comparative study to some analytical ap-
proaches for DC, such as Markov Clustering [30], Restricted Neighborhood Search
Clustering [15] and ClusterOne [19].
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